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Abstract We present different linear parametrizations techniques for the pur-
pose of surface remeshing: the energy minimizing harmonic map, the convex
map and the least square conformal map. The implementation of those map-
pings as well as the associated boundary conditions are presented in a unified
manner and the issues of triangle flipping and folding that may arise with
discrete linear mappings are discussed. We explore the optimality of these
parametrizations for surface remeshing by applying several classical 2D mesh-
ing algorithms in the parametric space and by comparing the quality of the
generated elements. We present various examples that permit to draw guide-
lines that a user can follow in choosing the best parametrization scheme for a
specific topology, geometry, and characteristics of the target output mesh.

Keywords Parametrization · Convex combination map · Harmonic map ·
Conformal map · Surface remeshing · Anisotropic mesh · Quadrangular mesh

1 Introduction

Thera are many applications for which it might be desirable to remesh a 3D
surface. In this paper, we focus on two kinds of applications (see Fig. 1).

The first application concerns medical geometries that are often described
only by triangulations (in stereolitography STL format). These triangulations
are usually the result of a segmentation procedure from the CT scan or MRI
dicom-images. Such triangulations can be oversampled and have triangles of
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Fig. 1 Examples of geometries for which a remeshing procedure is desirable. Left figure
shows an example of an oversampled STL triangulation resulting from a mesh segmentation
of a human pelvis and right figure shows the straightforward meshing of a CAD geometry
of a maxi-cosi.

poor quality with small elementary angles. The low quality meshes are not
suitable for finite element simulations since the quality of the mesh will impact
both on the accuracy and efficiency of the numerical method [41,2]. In this
case, it is desirable to build a high quality mesh from those low quality meshes
before performing any numerical simulation.

The other application is about CAD models. CAD models are often made
of a huge amount of patches that have no physical significance and a straight-
forward meshing of the patches often leads to meshes that are not suitable
for finite element simulations. Indeed, as most surface mesh algorithms mesh
model faces individually, mesh points are generated on the bounding edges
of those patches and if thin CAD patches exist in the model they will result
in the creation of small distorted triangles with very small angles (Fig. 2).
The low quality elements present in the surface mesh will often hinder the
convergence of the FE simulations on those surface meshes. They also pre-
vent the generation of quality volumetric meshes for three-dimensional finite
element computations (CFD, structure mechanics, etc.). An efficient manner
to build a high quality mesh for such CAD models is then to build from the
initial CAD mesh a cross-patch parametrization that enables the remeshing of
merged patches.

There are mainly two approaches for surface remeshing: mesh adaptation
strategies [20,3,44] and parametrization techniques [6,46,29,42,21,24]. Mesh
adaptation strategies use local mesh modifications in order both to improve
the quality of the input surface mesh and to adapt the mesh to a given mesh
size criterion. In parametrization techniques, the input mesh serves as a sup-
port for building a continuous parametrization of the surface. (In the case
of CAD geometries, the initial mesh can be created using any off the shelf
surface mesher for meshing the individual patches.) Surface parametrization
techniques originate mainly from the computer graphics community: they have
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Fig. 2 Example of 2 patches of a CAD geometry (left) for which the mesh (right) contains
a very small triangle of poor quality.

been used extensively for applying textures onto surfaces [5,25] and have be-
come a very useful and efficient tool for many mesh processing applications [9,
16,23,39,13]. In the context of remeshing procedures, the initial surface is
parametrized onto a surface in R2, the surface is meshed using any standard
planar mesh generation procedure and the new triangulation is then mapped
back to the original surface [8,30].

The existing methods for discrete parametrization can be classified as fol-
lows: linear, non-linear and hybrid methods. Non-linear methods based on
discrete or differential-geometric non-linear distortion measure [19,40,47] of-
fer strong guarantees on the absence of triangle folding and flipping at the cost
of a generally higher computational effort. Some authors have also suggested
hybrid techniques that linearize those non-linear measures at the cost of only a
few linear solves [4,45]. Linear methods require only the resolution of a single
linear system. Most methods require mapping the vertex of the patch bound-
ary to a given polygon (usually convex) in the parametric plane. This is for
example the case of the discrete harmonic map introduced by Eck [8] or the
more robust convex combination map [9] that is guaranteed to be one-to-one
if the boundary is mapped onto a convex polygon. Among the convex combi-
nations maps we have the barycentric map by Tutte [43] and the more recent
convex map that mimics the behavior of the harmonic map [11]. Some authors
also suggested boundary-free parameterization by pinning down only two ver-
tices. This is the case for example in the least square conformal maps (LSCM)
introduced by Levy et al. [23] and the discrete conformal parametrizations
(DCP) of Desbrun et al. [1]. These mappings can achieve lower angle distor-
tion than previous results. However, as the quality of the parametrization can
depend significantly on the choice of the constrained vertices, Mullen et al. [31]
suggested spreading the constraints throughout the mesh by constraining the
barycenter of the mapping to be at (0, 0) and the moment of inertia of the
boundary to be unity. In [31], those spread constraints are taken into account
through recourse to spectral theory.
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In this paper, we present and compare (in Sec. 2 to Sec. 5) different types
of linear mappings for the discrete parametrization of triangulated surfaces.
The implementation of those mappings as well as the boundary conditions are
presented in a very comprehensive manner, with the aim to make the expo-
sition accessible to a wider community than the one of computer graphics—
in particular to the finite element community. The discrete parametrization
aims at computing the discrete mapping u(x) that maps every triangle of the
three dimensional surface S to another triangle of S ′ that has a well known
parametrization:

x ∈ S ⊂ R3 7→ u(x) ∈ S ′ ⊂ R2. (1)

We then restrict ourselves to the parametrization of non-closed triangulated
surfaces1 since we have already presented in previous papers [28,26,27] efficient
techniques to split a closed object into a series of different mesh patches.

Once the discrete mapping has been computed, the metric tensor of the
mapping can be computed as follows (see [34] for more details):

Mu =

(
∂x

∂u

)T
·
(
∂x

∂u

)
. (2)

This metric tensor is used by the 2D mesh generators to compute the lengths
and the angles in the parametric space. Most of the planar mesh generators
require that the metric tensor is sufficiently smooth.

We then discuss (in Sec. 6) optimal parametrizations for surface remeshing.
The aim of the surface mesh generation process is to build a mesh that has
controlled element sizes δ(x) and shapes. We are interested in generating uni-
form and non-uniform (isotropic and anisotropic) triangular and quadrangular
meshes. Our surface remeshing technique relies on a parametrization and the
remeshing is performed in the 2D parametric space using planar mesh genera-
tors (e.g. Delaunay or Frontal meshers). We define an optimal parametrization
as a parametrization that used by the 2D planar mesh generators will give the
best quality meshes. Different mesh quality criteria are then defined for several
target output meshes. The shape quality of isotropic triangular meshes can be
evaluated by computing the aspect ratio of every triangle as follows [15]:

κ = α
inscribed radius

circumscribed radius
= 4

sin â sin b̂ sin ĉ

sin â+ sin b̂+ sin ĉ
, (3)

â, b̂, ĉ being the three inner angles of the triangle. With this definition, the
optimal equilateral triangles have κ = 1 and the flat degenerated triangles
have κ = 0. The shape quality quadrangular meshes is evaluated by computing
the quality η of every quadrangle as follows:

η = max

(
1− 2

π
max
k

(∣∣∣π
2
− αk

∣∣∣), 0), (4)

1Non-closed surfaces are surfaces of zero genius with at least one boundary. The genus
of a surface is defined as the number of handles in the surface.
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where αk, k = 1, .., 4 are the four angles of the quadrilateral. This quality
measure is η = 1 if the element is a perfect quadrilateral and is η = 0 if
one of those angles is either ≤ 0 or ≥ π. A good computational mesh should
have a high mean value of shape quality κ̄ and a high value of minimum
shape quality κmin. Having the right element shapes for the triangular and
quadrangular mesh is not enough: mesh generators should also provide meshes
with controlled edge length. Here, we define the efficiency index [48] τ of a
mesh as the exponential of the mean value of the difference between each
adimensional edge length lhi and one:

τ [%] = 100 exp

(
1

ne

ne∑
i=1

di

)
, (5)

with di = lhi − 1 if lhi < 1, di =
1

lhi
− 1 if lhi > 1 and ne the number of edges in

the mesh. In (5), the adimensional length lhi of the mesh edge yi = b − a of
R3 with respect to the non uniform size field δ(x) is defined as

l = ‖y‖
1∫

0

1

δ(a + ty)
dt. (6)

An optimal mesh in term of the size is a mesh for which every edge i is
of adimensional size lhi equal to one so that the efficiency index should be
τ = 100%. Surface mesh algorithms usually produce meshes with typical values
of efficiency index τ around τ = 85%, with non-dimensional sizes around
1/
√

2 ≤ lhi ≤
√

2.
Finally, after drawing the conclusions (in Sec. 7), we present (in Sec. 8)

guidelines that a user can follow in choosing the best parametrization scheme
for a specific topology, geometry, and characteristics of the target output mesh.

2 Harmonic mappings

In this section, we introduce three different harmonic mappings: the harmonic
map that minimizes the Dirichlet energy, the discrete convex map that mimics
the harmonic map and the conformal map which is a harmonic map that more-
over conserves the angles. In the next section, we will show how to compute
the discrete mappings on a given input triangular mesh.

2.1 Energy minimizing harmonic map

A harmonic map minimizes distortion in the sense that it minimizes the Dirich-
let energy of the mapping u(x):

ED(u) =

∫
S

1

2
|∇u|2 ds, (7)
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subject to Dirichlet boundary conditions u = uD on one of the N -closed
boundaries of the surface2. This Dirichlet boundary is denoted ∂S0. Harmonic
maps are not in general conformal and do not preserve angles but they are
popular since they are very easy to compute and are guaranteed to be one-to-
one for convex regions [32,7].

The strong formulation corresponding to this minimization problem is
given by:

∇2u = 0, ∇2v = 0 on S (8)

with appropriate Dirichlet and Neumann boundary conditions on theN bound-
aries of S, denoted ∂Si, i = 1, ..., N :

u = uD(x), on ∂S0,
∂u

∂n
= 0, on (∂S − ∂S0). (9)

This means that if one can compute numerically the solution to those two
partial differential equations (8), the solutions u(x) and v(x) define the discrete
harmonic mapping u(x).

2.2 Convex combination map

In contrast to the continuous harmonic map (7), Floater et al. showed in [10,12]
that the discrete version of (7) is not always one-to-one. To ensure a discrete
maximum principle, they introduced a convex combination with coefficients
λik that are such that every interior vertex ui is a convex combination of its
di neighboring vertices:

ui =

di∑
k=1

λikuk, with

di∑
k=1

λik = 1. (10)

The coefficients λik can also be expressed as:

λik =
wik∑
k wik

, (11)

where wik are the weights of the convex mapping. The simplest convex map-
ping is the barycentric convex mapping by Tutte [43] for which the coefficients
are uniform for every interior vertex ui and are equal to the inverse of the
valency (di) of the interior vertex λik = 1/di. These coefficients can also be
build by assembling the contributions for every mesh element e (see Fig. 3,
where e and e′ are the two mesh elements sharing the edge ik):

wik = weik + we
′

ik with weik = we
′

ik =
1

2
(12)

2For example, a non-closed surface with one hole (see Fig. 9) has N = 2 closed bound-
aries.
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We will show however that this barycentric convex mapping leads to a non-
smooth metric tensor (Eq. (2)) and that some 2D mesh generators are not
comfortable with such non-smooth metric tensors.

Another alternative is to design a convex mapping that mimics the behavior
of the harmonic map. The idea in [11] is that harmonic functions satisfy the
mean value theorem, i.e that at every point of the domain the value of the
harmonic function ui(xi) is equal to the average of its values around any circle
at that point:

ui =
1

2πri

∫
Γi

u(x) ds. (13)

We can then derive that independently of ri > 0, this equation can be written
as a convex combination where the weights of this mean value convex map are
(see Fig. 3):

weik =
tan (αei /2)

‖xi − xk‖
, we

′

ik =
tan (αe

′

i /2)

‖xi − xk‖
. (14)

y

S

i αe
i

e′

αe′
i

x

z

e

k

Fig. 3 Illustration of the vertices and the angles which needs to be evaluated for the com-
putation of the weights of the mean value convex map. The two mesh elements sharing the
edge ik are noted e and e′.

2.3 Least square conformal map

The least square conformal map as introduced by Levy at al. [23] asks that
the gradient of u and the gradient of v be as orthogonal as possible in the
parametrization and have the same norm. This can be seen as an approxima-
tion of the Cauchy-Riemann equations. For a piecewise linear mapping, the
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least square conformal map can be obtained by minimizing the energy:

ELSCM(u) =

∫
S

1

2

∣∣∇u⊥ −∇v∣∣2 ds, (15)

where ⊥ denotes a counterclockwise 90◦ rotation in S. For a 3D surface defined
by a normal vector n, the counterclockwise rotation of the gradient can be
written as: ∇u⊥ = n×∇u (see Fig. 4).

n

∇u
∇v

iso-v
iso-u

S

u(x)

iso-u

iso-v

S ′

z
y

x
∇u⊥ = n×∇u

Fig. 4 Definitions for a conformal mapping.∇u⊥ denotes the counterclockwise 90◦ rotation
of the gradient ∇u for a 3D surface.

Equation (15) can be simplified and rewritten as follows:

ELSCM(u) =

∫
S

1

2

(
∇u⊥ · ∇u⊥ +∇v · ∇v − 2∇u⊥ · ∇v

)
ds

=

∫
S

1

2
(∇u · ∇u+∇v · ∇v − 2 (n×∇u) · ∇v) ds.

(16)

Recalling the idenity that a “dot” and a “cross” can be interchanged with-
out changing the result, we have

ELSCM(u) =

∫
S

1

2

(
(∇u)

2
+ (∇v)

2
)
− n · (∇u×∇v) ds

= ED(u)−A(u),

(17)

where A(u) is the area functional. It follows from (17) that the conformal
energy is then simply defined as the dirichlet functional ED(u) minus the area
functional A(u).

Figure 5 shows two examples of mappings u(x) of a 3D surface S. The top
figures shows the harmonic map that is computed by minimizing the Dirichlet
energy ED(u) and the bottom figures show a conformal map that is obtained
by minimizing the least square conformal energy ELSCM (u). The iso-u and
iso-v values that are visible on the 3D surface show that the conformality is
also almost achieved for the harmonic map except near the fixed boundaries.
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uharm(x)
iso-v

iso-u

S S

iso-v

iso-u

S ′S

uconf (x)

Fig. 5 Example of harmonic (top) and conformal (bottom) maps for the mapping of a
surface S, computed respectively by minimizing the Dirichlet energy ED(u) and the least
square conformal energy ELSCM (u). The iso-u and iso-v values are visible on the 3D sur-
faces; note how the conformality is almost achieved for the harmonic map except near the
fixed boundaries.

3 Discrete harmonic mappings

We start this section by deriving first the finite element formulation of the
quadratic minimization problems (7) and (15). We denote by the functional
J either the Dirichlet energy ED or the least-square conformal energy ELSCM

to be minimized:

u∗ = arg min
u∈U(S)

J(u), with U(S) = {u ∈ H1(S), u = uD(x) or
∂u

∂n
= 0 on ∂Si},

(18)
where uD denotes the Dirichlet boundary conditions. We assume the following
finite expansion for u:

uh(x) =
∑
i∈I

uiφi(x) +
∑
i∈J

uD(xi)φi(x), (19)

where I denotes the set of nodes of S that do not belong to the Dirichlet
boundary, where J denotes the set of nodes of S that belong to the Dirichlet
boundary and where φi are the nodal shape functions associated to the nodes
of the mesh. We assume here that the nodal shape function φi is equal to 1
on vertex xi and 0 on any other vertex: φi(xj) = δij .
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Thanks to expansion Eq. (19), the functional J defining the energy of the
least square conformal map Eq. (17) can be rewritten as

J(u1, . . . ,uN ) =
1

2

∑
i∈I

∑
j∈I

uiuj

∫
S
∇φi · ∇φj ds+

∑
i∈I

∑
j∈J

uiuD(xj)

∫
S
∇φi · ∇φj ds+

1

2

∑
i∈I

∑
j∈I

vivj

∫
S
∇φi · ∇φj ds+

∑
i∈I

∑
j∈J

vivD(xj)

∫
S
∇φi · ∇φj ds+

∑
i∈I

∑
j∈J

uD(xi)uD(xj)

∫
S
∇φi · ∇φj ds+

∑
i∈I

∑
j∈J

vD(xi)vD(xj)

∫
S
∇φi · ∇φj ds−

∑
i∈I

∑
j∈J

uivj

∫
S
n · (∇φi ×∇φj) ds−

∑
i∈I

∑
j∈J

uD(xi)vj

∫
S
n · (∇φi ×∇φj) ds−

∑
i∈I

∑
j∈J

uivD(xi)

∫
S
n · (∇φi ×∇φj) ds−

∑
i∈I

∑
j∈J

uD(xi)vD(xi)

∫
S
n · (∇φi ×∇φj) ds. (20)

In order to minimize J , we can simply cancel the derivative of J with
respect to uk

∂J

∂uk
=
∑
j∈I

uj

∫
S
∇φk · ∇φj ds︸ ︷︷ ︸

Akj

+
∑
j∈J

uD(xj)

∫
S
∇φk · ∇φj ds︸ ︷︷ ︸

Akj

−

∑
j∈I

vj

∫
S

n · (∇φk ×∇φj) ds︸ ︷︷ ︸
Ckj

−
∑
j∈I

vD(xj)

∫
S

n · (∇φk ×∇φj) ds︸ ︷︷ ︸
Ckj

= 0 , ∀k ∈ I. (21)

The same can be done for the derivative with respect to vk.
There are as many equations (21) as there are nodes in I. This system of

equations can be written as:( ¯̄A ¯̄C
¯̄CT ¯̄A

)(
Ū
V̄

)
=

(
0̄
0̄

)
, (22)

where ¯̄A is a symmetric positive definite matrix and ¯̄C is an antisymmetric ma-
trix, both built by assembling the elementary matrices for every mesh triangle
e: Ae = Aij and Ce = Cij . Hence the resulting matrix in Eq. 22 is symmetric
definite positive and efficient direct sparse symmetric-positive-definite solvers
can be used. The vectors Ū and V̄ denote respectively the vector of unknowns
uk and vk.
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In the case of the energy minimizing harmonic map, the matrix C vanishes,
which makes the system of equations (22) uncoupled:

¯̄AŪ = 0̄, ¯̄AV̄ = 0̄, (23)

where the matrix ¯̄A is the assembly of the elementary finite element stiffness
matrices defined in (21).

Finally, in the case of a convex combination map the system of equations
is also uncoupled as in (23), the matrix ¯̄A being now the assembly of the
following elementary matrices:

Ae = Aij =

 (we12 + we13) −we12 −we13

−we21 (we22 + we23) −we23

−we31 −we32 (we31 + we32)

 , (24)

where the weights weij are the convex weights given by Eq. (12) for the barycen-
tric convex map and by Eq. (14) for the mean value map. Notice that for the

mean value convex map, the resulting matrix ¯̄A is not symmetric anymore
since wij 6= wji, so that a symmetric-positive-definite solver can not be used
in this case.

4 Boundary conditions

It is necessary to impose appropriate boundary conditions to guarantee that
the discrete minimization problem has a unique solution and that this unique
solution defines a one-to-one mapping (and hence avoids the degenerate solu-
tion u =constant).

We first consider the Dirichlet boundary conditions that are often used
for the discrete harmonic and convex mappings:

u = uD(x) on ∂S0. (25)

This boundary condition allows mapping of one boundary of S (∂S0) to a
fixed boundary in the parametric space (a circle, a square, an ellipse, the
projection of ∂S on its mean plane etc.). The fixed boundaries that are con-
sidered are convex polygons since the continuous harmonic map is proven to
be one-to-one if the mapped surface S ′ is convex. This result is called the
Radò-Kneser-Choquet (RKC) theorem [32,7] and it strongly depends on the
fact that the harmonic mappings obeys a strong maximum principle: u(x) at-
tains its maximum on the boundary ∂S of the domain. This means that there
exists only one single iso-curve u = u0 in S and that this iso-curve goes contin-
uously from one point of the boundary to another. If another iso-curve u = u0

existed, it should be closed inside S, violating the maximum principle. This is
also true for the iso-curve v = v0. Consider the surface S of Figure 6a with one
single boundary (NB = 1) that is mapped to a unit circle with appropriate
Dirichlet boundary conditions. Surface S ′ is convex so that any vertical line
u = u0 intersects ∂S ′ at most two times. This is also true for any horizontal
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line v = v0. This means that any coordinate u = u0 (u0 ∈] − 1, 1[) appears
also exactly two times on the boundary ∂S. The two points of ∂S for which
u = u0 are designated as VA and VB while the two points for which v = v0

are designated as VC and VD. Note that those points appear interleaved while
running through ∂S (VA appears either after VD or after VC but never after
VB). This means that there exists one point in S for which u = u0 and v = v0.

S S ′

u(x)

u = u0

VA

v = v0

∂S

∂S ′

u = u0

VC
VB

VD
v = v0

Fig. 6 Iso-values of coordinates u and v on a surface S for which the mapping u(x) is
computed as the solutions of the Laplace equation with Dirichlet boundary conditions that
map ∂S on the unit circle ∂S′.

Figure 7 illustrates the Dirichlet boundary conditions that map the bound-
ary of the triangulation of the Toutankhamon mask ∂S0 to a unit circle. This
boundary condition can be implemented by choosing arbitrarily a starting ver-
tex on the boundary ∂S0. Then, the curvilinear abscissa li of point xi along
the curve can computed for all vertices along the curve of total length L. The
mapping of the boundary nodes (the position (ui, vi)) of the vertex xi can
then be written as:

uD(xi) = cos

(
2πli(xi)

L

)
, vD(xi) = sin

(
2πli(xi)

L

)
. (26)

Instead of fixing all the boundary nodes ∂S0 to a convex polygon, one
might fix two (u, v) coordinates, thus pinning down two vertices in the pa-
rameter plane with Dirichlet boundary conditions. Indeed, for least square
conformal maps, the mapping (22) has full rank only when the number of
pinned vertices is greater or equal to 2 [23]. Pinning down two vertices will
set the translation, rotation and scale of the solution when solving the linear
system (22) and will lead to what is called a free-boundary parametrization.
It was independently found by the authors of the LSCM [23] and the DCP [1]
that picking two boundary vertices the farthest from each other seems to give
good results in general. However, the quality of the conformal parametrization
depends drastically on the choice of these constraint vertices. Indeed, global
distortion can ensue and a degradation of conformality can be observed around
the pinned vertices. Fig. 8 compares a LSCM with two pinned vertices with
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u

v

Starting vertex

Starting vertex

∂S0

Fig. 7 Dirichlet boundary conditions: mapping the boundary of the Toutankhamon mask
∂S0 to a unit circle.

a less distorted LSCM that spreads the constraints throughout the mesh (we
call this approach the constrained LSCM or CLSCM)

a) b) c)

Fig. 8 Initial triangulation S of a bouddha statue (a) that has been parametrized by
computing the LSCM with two constrained vertices (shown in red) (b) and the constrained
LSCM solved with a spectral method (c).

How can we define a less distorted least square conformal map (CLSCM)
without pinning down two vertices? The idea is to add the two following con-
straints to the minimization problem that that set the translation, rotation and
scale of the solution: (i) the barycenter of the solution must be at zero and (ii)
the moment of inertia of the boundary ∂S0 must be unit. Those constraints
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can be taken into account through recourse to spectral theory. This idea was
derived by Mullen et al. [31] and named spectral conformal parametriza-
tion. In what follows, we try to present the spectral conformal map in a more
comprehensive manner than the way it is presented in [31]. The constrained
least square conformal map corresponds to the following discrete constrained
minimization problem. Find U∗ such that

U∗ = arg min
U

1

2
UTLCU, subject to UTE = 0,UTBU = 1. (27)

The first constraint in (27) UTE = 0 states that the barycenter of the solu-
tion must be at zero. Indeed, as E denotes the 2I × 2 matrix that is such that
Ei1 = 1, i = 1, ..., I and Ei2 = 1, i = I+1, ..., 2I (the other entries of rE being
zero). The second constraint UTBU = 1 indicates that the moment of inertia
of the boundary must be unit, the B matrix being a 2I × 2I diagonal matrix
with 1 at each diagonal element corresponding to boundary vertices and 0
everywhere else. There are two different ways to solve this constrained mini-
mization problem. The first method tries to find the optimum of the following
Lagrangian function L (U,µ) with Lagrange multipliers µi ≥ 0:

L (U,λ,µ) =
1

2
UTLCU− µ(UTE)− λ(UTBU− 1). (28)

The second method is based on spectral theory that shows that the solution of
the constrained minimization problem Eq. (27) is the generalized eigenvector
U∗ associated to the smallest non-zero eigenvalue of the matrix LC, i.e the
vector satisfying

LCU = λBU, (29)

where λ is the smallest non-zero eigenvalue of LC. This generalized eigenvector
U∗ is called the Fiedler vector of LC. It can be shown that optimizing (28)
is equivalent to finding the Fiedler vector U∗ (29). From a numerical point
of view, there exists very efficient eigensolvers that find the Fiedler vector
U∗ of the sparse generalized eigenvalue problem we need to solve (29). Those
methods usually proceed through Choleski decomposition (to turn the problem
into a conventional eigenvalue problem) and Lanczos iterations, particularly
fast in our case since we deal with sparse matrices. Software libraries such as
Slepc [18] or Arpack [22] provide all those methods for solving the generalized
eigenproblem efficiently.

So far, we have discussed Dirichlet boundary conditions and have intro-
duced constrained LSCM in order to avoid pinning down two vertices for the
LSCM. Another type of boundary conditions to be considered are natural
boundaries, also called zero Neumann boundary conditions:

∂u

∂n
= 0, on ∂Si. (30)

From an implementation point of view, those boundaries conditions correspond
to a “do nothing BC” since the Neumann boundary condition is already taken
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∂S1

∂S0

SB

SA

a) b)

Fig. 9 Triangulation SA with one hole on which a discrete harmonic map u(x) is computed
as solution of the Laplace equations α∇2u = 0, α∇2v = 0 with boundary conditions that
map ∂S0 on the unit circle. The bottom (a) figure shows the iso-u and iso-v values for
the mapping (α = 1) of the surface S that excludes the interior disk and for which zero
Neumann boundary conditions are applied on ∂S1. The bottom (b) figure shows the iso-u
and iso-v values for the mapping of S that also includes the interior disk, and for which
α = 1 inside SA and α = 1.e−8 (small value) inside SB .

into account in the minimization problem (18). Consider for example a surface
S that has two boundaries denoted ∂S0 and ∂S1 (see Fig. 9a).

Suppose now, we compute the discrete harmonic map by solving (23) with
Dirichlet boundary conditions (26) on ∂S0 and zero Neumann boundary con-
ditions (30) on ∂S1. The iso-u and iso-v values of this mapping are shown in
Fig. 9b). Figures 9a and b) show that imposing Neumann boundary condi-
tions on ∂S0 is equivalent to the resolution of a Laplace problem on the whole
domain S = SA + SB while defining a small diffusivity constant α (solving
α∇2u = 0, α∇2v = 0) inside the hole SB (Fig. 9b). This means that this
problem also obeys the same maximum principle as the one with constant
diffusivity, which means that the mapping remains one-to-one even when con-
sidering holes in the domain. However, as can be seen clearly in Fig. 9 the
conformality is deteriorated near the Neumann boundary (compare the iso-u
and iso-v values in Fig. 9b and Fig. 6). That is the reason for which we have
taken the approach for surfaces S that have several interior boundaries ∂Si
to mesh the holes, i.e the surfaces such as SB that are bounded by ∂Si, i > 0.
The mapping is then computed for an extended surface S̃ that includes the
mesh of the holes (see also [38]) S̃ = S ∪

∑
i SBi.
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5 Issues with discrete linear maps

A very important aspect when computing the parametrization is to obtain a
bijective (one-to-one) map, where each point of the parametric domain cor-
responds to exactly one point of the mesh. Let us look at the five different
discrete linear maps we have presented so far:

1. the finite element harmonic map: solution of the linear system (23)
with the elementary matrices defined in (21);

2. the barycentric convex map: solution of the linear system (23) where
the entries of the elementary matrices (24) are given by (12);

3. the mean value convex map: solution of the linear system (23) where
the entries of the elementary matrices (24) are given by (14);

4. the finite element conformal map: solution of the linear system (22)
with the elementary matrices defined in (21);

5. the spectral conformal map: solution of the generalized eigenvalue prob-
lem (29).

The harmonic and convex mappings map the surfaces onto convex bound-
aries (e.g. unit circle), while the conformal mappings are open boundary parametriza-
tions. While convex combination maps are always guaranteed to be bijective,
non-bijective parametrizations might occur when computing discrete harmonic
or conformal map as the solution of linear systems. Figure 10 shows two ex-
amples of non-bijective parametrizations. The top figure shows a discrete har-
monic map for which the local bijectivity condition is violated. Indeed, the
mapping of adjacent mesh triangles intersects and the parametrization con-
tains triangle flips. The triangle that has been flipped in the parametric space
is the very thin blue triangle on the bottom left of surface mesh. The bottom
figure 10 shows a parametrization with a global domain overlap (global bijec-
tivity violated). Besides the issues of bijectively, there is an additional impor-
tant numerical issue for triangulations with large geometrical aspect ratio: the
mapping of those surfaces often contains clustered triangles with numerically
indistinguishable node coordinates. As this issue has already been discussed in
[34,26], we will only discuss the two first issues and present different “check
and repair” algorithms to guarantee a one-to-one map.

The first issue concerns triangle flipping and is illustrated on the top
of Fig. 10. In this figure, looking at the triangle normals in the parametric
space, one can see that one triangle has been reversed (the normal of the face
is flipped). This issue might occur for harmonic or conformal mappings. One
way to enforce the discrete mapping to be one-to-one is to implement a local
cavity check algorithm that locally modifies interior mesh cavities in which
flipping occurs (see [34] for more details). In the case of conformal mappings,
triangle flipping might occur also near the open boundaries. We have therefore
implemented a boundary check algorithm that checks all the parametric trian-
gles adjacent to the boundaries and that reverts the orientation of the triangle
by moving the parametric point ui to point u′i (see Fig. 11). This new point is
located along the projection line of the point ui on the segment (ui−1,ui+1).
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u

v

uharm(x)

v

uconf(x)

u

Fig. 10 Non-bijective parametrizations might occur when computing the discrete harmonic
or conformal map as the solution of linear systems: a parametrization which contains triangle
flips (top) and a parametrization with a global overlap of triangles (bottom).

e

ui
ui+1

ui−1

u′i

Fig. 11 Boundary check algorithms for repairing triangle flips (such as triangle e) near
boundaries. The parametric point ui is moved to the the point u′i that is moved along the
projection line of the point ui on the segment (ui−1,ui+1).

The second issue concerns overlapping of triangles that might occur
when computing linear conformal maps with open boundaries. In order to
detect this issue, we use an idea similar to the one suggested by Sheffer et
al. [38] that checks the presence of edge folding. Edge foldings are detected by
looping over the edges of the boundary ∂S0 and by computing if there exist
intersections between the edges (see Fig. 12). The intersection of two edge
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segments (p1, p2) and (p3, p4) of parametric equations:

pa = p1 + ta(p2 − p1), pb = p1 + tb(p4 − p3),

can be computed by solving for the point where pa = pb. This gives the
following linear system of equations:(

x2 − x1 x3 − x4

y2 − y1 y3 − y4

)(
ta
tb

)
=

(
x3 − x1

y3 − y1

)
. (31)

If ta ∈ [0, 1] and tb ∈ [0, 1], we are in the case of segment intersections
and hence triangle folding. In this case, we switch to another type of confor-
mal parametrization (spectral or finite element) or recompute the conformal
parametrization by choosing two different vertices to pin.

p4

p1

p2

p3

Fig. 12 Intersection boundary ∂S0 that is present in the case of triangle folding.

6 Surface remeshing examples

In this section, we discuss the optimal parametrization for different mesh gen-
erators and hence for several types of surface meshes: isotropic or anisotropic,
triangular or quadrangular. Five different discrete parametrizations are con-
sidered (finite element harmonic, barycentric convex, mean value convex, finite
element conformal and spectral conformal) as well as five different planar mesh
generators available in the Gmsh software: a planar Delaunay algorithm [14]
(herafter called “Delaunay”), a Frontal-Delaunay algorithm [33] (hereafter
simply called “Frontal”), an algorithm based on local mesh adaptation (called
“MeshAdapt”, see [15] for more details), the Bidimensional Anisotropic Mesh
Generator (“BAMG”) developed by F. Hecht [17], and the new Delquad algo-
rithm [35] coupled with the Blossom recombination algorithm [36] in order to
produce quadrangular meshes (hereafter called “Delquad-Blossom”).

As far as the conformal maps are concerned, we take as default the spectral
conformal map which has less distortion as explained in Sec. 4 and Fig. 8
and switch to the finite element conformal map in the case we detect some
overlap (see previous section). This will be discussed also later in the guidelines
section 8.
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We compare timings as well as mesh qualities for the new triangular or
quadrilateral meshes. The computations are performed on a MacBook Pro
2.66GHz 4GB RAM Intel Core i7.

6.1 Isotropic surface meshes

In the first examples, we look at isotropic triangular meshes with a given
mesh size field. We first compare the isotropic remeshing of a surface S of low
quality (see Fig. 13) using three different mappings with boundaries mapped
onto a unit disk: the finite element harmonic map and the two different convex
combination maps (the barycentric and the mean value). The total time for the
parametrization and the remeshing is less than 0.005s for all mappings. The
final mesh contains about 180 triangles. First of all, we notice in Fig. 13 that
there are no significant differences between the harmonic map and the mean
value map. The mean value map is however better as it is mathematically
guaranteed to be one-to-one (which is not the case of the discrete harmonic
map in the presence of triangles of poor quality). We therefore advise in the
context of surface remeshing to compute always a mean value convex map
instead of a finite element harmonic map. Fig. 14 compares the mapping and
the quality (aspect ratio κ and efficiency index τ) of the created meshes for
the two convex mappings and for three mesh generators: Delaunay, Frontal
and MeshAdapt. We can see from the iso-x and iso-y values represented in red
in the parametric uv-plane (top Figs. 14) that the metric tensor Mu (Eq. (2))
associated with the barycentric map u(x) is much more distorted than the one
obtained with the mean value convex map. Looking at the remeshed surface,
we see that the 2D planar meshers are not able to produce high quality meshes
using the non-smooth metric of the barycentric map. In this example, we
can see that the optimal remeshing is obtained by combining the mean value
convex mapping with a frontal mesh generator. Even if we have presented
a single small experiment with less than 200 mesh elements, this example is
adequate as it is representative of the remeshing of a part of a bigger mesh
using convex mappings combined with different surface meshers.

XX

Y

Z

Y

Z XX

Y

Z

Y

Z

a) b) c)

Fig. 13 Initial triangulation S of poor quality (a) and mapping of this mesh onto a unit
circle with the energy minimizing harmonic map (b) and the mean value convex map (c).
The iso-x and iso-y values are shown in red in the parametric plane.
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b) κmin = 0.44, κ̄ = 0.89 τ = 85% κmin = 0.65, κ̄ = 0.92 τ = 88%

c) κmin = 0.18, κ̄ = 0.94, τ = 80% κmin = 0.84, κ̄ = 0.98 τ = 92%

d) κmin = 0.53, κ̄ = 0.91 τ = 86% κmin = 0.58, κ̄ = 0.93, τ = 89%

Fig. 14 Poor quality initial triangulation S that has been remeshed using a barycentric
convex map (left figures) and a mean value convex map (right figures) using different 2D
planar meshers. Mapping of the initial mesh onto the unit disk with iso-x and iso-v values
in red (a), final mesh obtained using a planar Delaunay mesher (b), Frontal mesher (c) and
MeshAdapt mesher (d).

In the next examples, we compute the mean value and the conformal map
for the isotropic remeshing of different STL triangulations of very low quality
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(κ̄ < 0.7 and κmin < 0.05): a tooth, an aorta and a pelvis3. When the topology
is non-closed or when the geometrical aspect ratio of the triangulation is high,
the initial mesh is automatically split by our algorithm into different mesh
patches. The splitting is performed by combining a Metis mesh partitioning
algorithm and our max-cut mesh partitioner based on a multiscale Laplacian
map [26]. As can be seen from Fig. 15, the mapped meshes computed with
the mean value map present much more distortion close to the boundaries.
Moreover, the magnified views of the iso-u and iso-v values on one of the
mesh patches (see Fig. 16) of the aorta shows that the mesh metric (2) is
much smoother near the boundaries with the conformal map than with the
mean value map. Indeed the mean value map introduces some distortion due
to the fixed mapping onto a unit circle, while the conformal mapping is an
open boundary mapping. We compare the quality of the new surface meshes
using different meshing algorithms. The prescribed mesh size field is uniform
for the tooth and function of the vessel radius, computed as the distance to
the centerlines.

a) b) c)

Fig. 15 Remeshing of an STL triangulation of a human aorta that has been split into
two mesh patches (a). Mean value mapping (b) and conformal mapping (c) for those two
patches.

Table 1 shows the quality of the meshes for the different parametrizations
and planar mesh generators. The values in the table are mean values obtained
for n = 100 runs. It is found that the mean aspect quality κ̄ and the efficiency
index τ have a very small standard deviation (σκ̄ < 10−3, στ < 0.5%), while
the minimum aspect quality κmin is found to have a larger standard devia-
tion σκmin

≈ 0.15. Moreover, the quality measures κ̄ and τ are found to be

3The STL triangulation of the aorta and the tooth can be downloaded from the IN-
RIA database http://www-roc.inria.fr/gamma/gamma.php and the STL triangulation of
the pelvis is presented in [28].
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a) b)

Fig. 16 Magnified views of the iso-u and iso-v values on one of the mesh patches of the
aorta (see Fig. 15a) for the mean value map (a) and the conformal map (b).

independent of the prescribed mesh size field as well as from the quality of the
initial triangulation. Fig. 17 shows the resulting shape quality histograms for
both the tooth and the aorta using a Delaunay mesher.

Geometry/ Mean value map Conformal map
2D Mesher

κmin κ̄ τ(%) # t(s) κmin κ̄ τ(%) # t(s)
Tooth
Delaunay 0.08 0.94 86 7036 0.58 0.56 0.94 85 7458 0.67
Frontal 0.19 0.97 91 7022 0.58 0.62 0.98 90 6704 0.59
MeshAdapt 0.18 0.94 88 5748 1.12 0.60 0.94 85 5650 1.03
Aorta
Delaunay 0.007 0.91 78 10617 1.9 0.61 0.94 86 10439 2.4
Frontal 0.01 0.95 82 9079 2.1 0.63 0.98 91 9573 2.1
MeshAdapt 0.02 0.92 85 9448 5.4 0.51 0.94 89 8523 3.0
Pelvis
Delaunay 0.09 0.94 78 25960 9.3 0.45 0.94 81 26448 10.9
Frontal 0.01 0.97 82 25440 9.5 0.48 0.98 88 24448 10.42
MeshAdapt 0.03 0.94 88 18394 12.1 0.44 0.95 87 18044 12.3

Table 1 Quality of the surface meshes using different planar mesh generators in the para-
metric space, where the parametrization has been computed with the mean value and con-
formal mappings. The qualities we look at are the the minimum aspect ratio κmin, the mean
aspect ratio κ̄ and the efficiency index τ . The number of mesh elements # and the CPU
time t (s) are also given.

It can be clearly seen from Table 1 that the best planar mesh generator is
Gmsh’s Frontal algorithm. This is not a surprise: frontal techniques tend to
produce meshes that are aligned with principal directions. If the planar do-
main that has to be meshed is equipped with a smooth metric that conserves
angles (i.e. when the mapping is conformal), then the angles between the prin-
cipal directions are conserved. Frontal algorithms also tend to produce good
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Fig. 17 Remeshing of the tooth with a Frontal mesher (a) and the aorta with a Delaunay
mesher (b). Quality histograms for the initial triangulation (STL), the remeshed surface
using a conformal map and a mean value map.

meshes for mean value maps since this mapping mimics a harmonic map and
that harmonic maps are almost conformal except close to the boundaries. We
observe that the mean value mapping has few triangles (close to the bound-
aries) of low quality. This can be explained by a loss in conformality at the
boundaries that gives rise to a less smoother mesh metric (see the u and v
iso-values on the initial surface in Fig. 16).

In the next example, we compare timings for the conformal mapping with
other remeshing packages presented in the literature. We consider the well-
known Stanford bunny mesh model of 70k triangles4 (see Fig. 18). The original
mesh has 5 holes and is of zero genus. For the remeshed bunny of 25k triangles
presented in Fig. 18, we have a minimum quality of κmin = 0.56 and a mean
quality is κ̄ = 0.97. Prior to computing the parametrization, two different mesh
partitioners have been called: a multilevel mesh partitioner (Metis) and a max-
cut mesh partitioner based on a multiscale harmonic map [26]. We compare
in Table 2 some statistics and timings of our algorithm with the least square
conformal map (LSCM) of Levy et al. [23], with the multiresolution remeshing
of Eck et al. [8] and with the angle based parametrization (ABF) of Zayer [45].
We can see from Table 2 that our method is quite competitive in terms of
computational time with the other methods presented in the literature. As
shown in the previous examples, the timings for the other parametrizations is
even faster than the timings for the conformal map.

Many other examples of isotropic surface remeshing can be found in refer-
ences [34], [26] and [27].

6.2 Quadrangular meshes

In the next example, we look at producing high quality quadrilateral meshes.
In a recent paper, we have developed an new indirect quadrilateral mesh gen-

4The model can be downloaded at the following web site:
http://www.sonycsl.co.jp/person/nielsen/visualcomputing/programs/bunny-conformal.obj.
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Fig. 18 Remeshing of the bunny mesh model of 70k triangles that has been split into 2
mesh partitions. Left figure shows the two partitions, middle figure shows the conformal
harmonic parametrization that has been computed for both mesh partitions and right figure
shows the remeshed bunny with about 25k triangles.

Remeshing Number of Partition Parametrization Total remeshing
partitions time (s) time (s) time (s)

LSCM Levy [23] (1.3Ghz) 23 30 95 −
Eck [8] (1.3Ghz) 88 - - 33.5
ABF++ Zayer [45] 2 - 13 -
LinABF Zayer [45] 2 - 2 -
Presented method (2.4Ghz)
* harmonic partitioner 2 16.7 1.4 25
* multilevel partitioner 10 7 1.4 14

Table 2 Remeshing statistics and timings for the remeshing of the bunny mesh model of 70k
triangles (new mesh of 25k triangles) with a conformal map. Comparison (when available) of
the presented method with other techniques presented in the computer graphics community.

erator called Delquad-Blossom [35,36]. The approach uses distances in the L∞

norm as a base for inserting new points and generate right triangles that are
then recombined into quadrangles.

The combination of a conformal map with the Delquad-Blossom algorithm
allows building meshes of very high quality while starting with a triangula-
tion only. The fact that the conformal map preserves the angles allows us to
define directions in the parametric plane that the mesher can follow, enabling
generation of quad meshes with both prescribed size and direction. Figure 19
shows the quadrangular remeshing of a Falcon aircraft. Starting with an initial
triangulation, triangles of model surfaces have been patched together to create
12 compounds of surfaces that have been parametrized (only half of them are
visible in Fig. 19). The colors of the triangles indicate the different compounds
of surfaces of the model.

Figure 20 shows the mesh that has been created using the conformal map-
ping. The final surface mesh is made of 53297 quadrangles and exhibits ex-
cellent statistics with ηmin = 0.26 and η̄ = 0.84. The efficiency of the mesh
is τ = 92% which is again very good. The total time for the surface meshing
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Fig. 19 Initial triangular mesh of half of the Falcon aircraft that has been split into 12 dif-
ferent colored mesh patches (only 7 of those patches are visible) (top) and spectral conformal
parametrization of the 7 visible surfaces patches (bottom).
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Fig. 20 Quad mesh of a falcon aircraft: ηmin = 0.17, η̄ = 0.86, τ = 92%.

is 22 seconds. This time includes (i) the reparametrization of the 12 surfaces
(3 sec.), (ii) the Delquad algorithm applied to the 12 surfaces (10 sec.), the
Blossom recombination algorithm applied to the 12 surfaces (9 sec.).

Other examples of quadrangular surface remeshing using the conformal
mapping can be found in references [35] and [36].

6.3 Anisotropic meshes

In the last example, we look at producing high quality anisotropic meshes
using the Bidimensional Anisotropic Mesh Generator (BAMG) developed by
F. Hecht [17]. We remesh the geometry of an arterial bypass with an anisotropic
mesh size field based on the curvature. The discrete curvature is computed
using the method of Rusinkiewicz [37]. Here again, the initial mesh S has
been automatically split by our algorithm into two different mesh patches
S1 and S2. Fig. 21 shows the resulting anisotropic mesh with the computed
mesh qualities together with the iso-u and iso-v values of the parametrization
using a conformal map with open boundaries and a mean value convex map
onto a unit disk. We can see that away from the boundary the BAMG mesh
generator is able to build an anisotropic mesh in agreement with the curvature-
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based metric. However, close to the boundaries BAMG fails (see red circles in
Fig. 21 with the corresponding magnified views in Fig. 22) to compute a correct
anisotropic mesh in the case of the mean value parametrization. This can be
again explained by a highly distorted mesh metric Mu at those locations that
is caused by the fixed boundaries (unit circle). As in the case of quadrilateral
meshes, we therefore recommend using a conformal mapping for the purpose
of anisotropic surface remeshing.

Fig. 21 Anisotropic curvature-based remeshing of an arterial bypass with a conformal map
(top) and a mean value map onto a unit disk (bottom). We show the iso-u and iso-v values
of the parametrizations on S1 together with the new anisotropic mesh of S2.

6.4 Non-bijective parametrizations: flipping and folding

For all the surface remeshing examples, we have checked if the computed
parametrizations are bijective by looking at possible triangle flipping and fold-
ing in the parametric space.

It was observed that triangle flipping occurs very rarely and is directly
related to the quality of the initial mesh. With the presented cavity check and
boundary check algorithms, we were able to repair all the flipped triangles in
order to recover a bijective parametrization.
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Fig. 22 Magnified views of the two portions of Fig. 21 marked with red circles. The top
figures correspond to the conformal map and the bottom to the mean value map onto a unit
disk. We show the iso-u and iso-v values of the parametrizations on S1 together with the
new anisotropic mesh of S2.

Triangle folding was found to occur also very rarely when computing spec-
tral conformal maps. The occurrence of folding is directly related to the shape
of the mesh patch to be parametrized. Indeed, the more the ratio of the mo-
ment of inertia of the mesh patch about the u-axis and the v-axis, the more
likely the parametrization is about to fold with the spectral conformal map.
In the cases in which such a folding occurs, we switch to the finite element
conformal map by choosing carefully the two mesh vertices to be pinned as a
function of the moment of inertia of the mesh patch. For all the presented mesh
experiments, we were able to compute a bijective conformal parametrization
(either spectral or finite element).

7 Conclusion

In this paper, five different discrete parametrizations have been reviewed: the
finite element harmonic map, the barycentric convex map, the mean value
convex map, the least square finite element conformal map and the spectral
conformal map. The implementation of those mappings as well as the bound-
ary conditions have been presented in a comprehensive and unified manner
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and the issues of triangle flipping and folding that may arise with discrete
linear mappings have been discussed. Different remeshing examples have been
presented in order to find the optimal parametrization for the generation of
either isotropic or anisotropic triangular or quadrangular meshes.

We have showed that the finite element harmonic mapping should be re-
placed by the mean value convex mapping, which is a mapping that mimics the
harmonic map and is moreover guaranteed to be one-to-one if the boundary is
mapped onto a convex polygon. It was also found that the spectral conformal
map should be preferred to the finite element conformal map as it introduces
less distortion.

We showed that among the different mesh generators, the Frontal algorithm
performs best for the generation of high quality triangular meshes. Finally
we have shown that in the context of anisotropic meshes (quadrangular or
triangular) meshes, the optimal parametrization is the conformal mapping.
This mapping has two nice advantages for the planar meshers: (1) it preserves
the angles, (2) it is a boundary-free parametrization, so that the resulting mesh
metric Mu is smoother close to the boundaries. We have showed for example
that the BAMG mesh generator cannot deal well with locally non-smooth
mesh metric close to the boundaries.

The timings show that the presented remeshing techniques based on dis-
crete linear parametrizations are efficient and that there exist an optimal
parametrization that renders the highest quality meshes.

8 Guidelines for optimal parametrization for surface remeshing

This section aims at presenting explicit guidelines that a user can follow in
choosing the best parametrization scheme for a specific topology, geometry,
and characteristics of the target output mesh. Those guidelines are based on
the results of this paper and on the conclusions we have just drawn.

– The topology of the mesh should be non-closed, i.e of zero genus with at
least one boundary. If this is not the case, the mesh should be partitioned
into different non-closed mesh patches prior to computing parametriza-
tions. Care should also be taken for non-closed topologies of high geomet-
rical aspect ratio. This is discussed more in details in [26].

– If the non-closed mesh patches contains several hole (N boundaries > 1),
then the holes should be filled with mesh elements in order to have a smooth
parametrization across the holes. Indeed, the resulting mesh metric Mu

will be smoother so that the planar mesher will be able to generate higher
quality meshes. In order to close the holes, we have taken the approach
to compute the mean plane of every hole boundary and to use a planar
Delaunay mesher to fill the mean plane of the hole with triangular mesh
elements. Those new elements are added for the assembling of the system
of equations (22).

– The best quality triangular and quadrangular meshes are obtained when
combining the spectral conformal mapping with either a Frontal mesher
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for isotropic triangles, the Delquad mesher for quadrangular meshes and
an anisotropic mesher such as Bamg for anisotropic triangles. Hence the
spectral conformal map should be the method of choice for all target output
meshes.

– As the conformal map is not guaranteed to be bijective (flipping and folding
might occur), we advise to check the presence of flipping and folding and to
try to repair locally the parametrization using the presented cavity check
and boundary check algorithms. If, however, the repair does not succeed,
we advice to switch to the finite element conformal map.

– When switching to a finite element conformal map, if a bijective parametriza-
tion cannot be computed (this occurs only in very few cases in which some
elements of the input meshes have a very low mesh quality or if the bound-
aries of the mesh patch are very wiggly), we advise to switch to the mean
value convex map which is guaranteed to be one-to-one.

The flowchart in Fig. 23 represents the remeshing algorithm using parametriza-
tions that is implemented in the open-source mesh generator Gmsh [15] and
that is based on the presented guidelines. Examples of how to use the remesh-
ing with parametrizations can be found on the Gmsh wiki:
https://geuz.org/trac/gmsh5.
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