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Abstract

An ideal fluid whose internal energy depends on density, density gradi-
ent, and entropy is considered. Dynamic eqautions are integrated, and a
description in terms of hydrodynamic (Clebsch) potentials arises. All essen-
tial information on the fluid flow (including initial and boundary conditions)
appears to be carried by the dynamic equations for hydrodynamic potentials.
Information on initial values of the fluid flow is carried by arbitrary integra-
tion functions. Initial and boundary conditions for potentials contain only
unessential information concerning the fluid particle labeling. It is shown
that a description in terms of n-component complex wave function is a kind
of such a description in terms of hydrodinamic potentials. Spin determined
by the irreducible number n,, of the wave function components appears to be
an attribute of the fluid flow. Classification of fluid flows by the spin appears
to be connected with invariant subspaces of the relabeling group.

PACS numbers:  03.40.Gc; 47.10.+g; 03.65.Bz



I Introduction

Ideal (nondissipative) fluid with the internal energy E of a very general form is
considered. The internal energy E' is supposed to depend on the fluid density p,
density gradient Vp, and entropy per unit mass S. The stress tensor for such a fluid
has the form
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If £ = E(p,S) does not depend on Vp, the stress tensor has the form
PP — pég

where p = p?0FE/dp is the pressure. Conventionally the dependence of the internal
energy on the Vp is not considered. There are two motives for consideration of such
an unusual fluid.

First, a proper dependence of E on Vp prevents sound waves from tilting. Indeed,
let the internal energy have the form

E = Ey(p,S) +a(Vp/p)? (2)

where a is a small positive quantity. For usual laminar flows, where Vp/p is small,
the last term of (2) does not give a significant contribution in the stress tensor (1),
and it is of no importance whether or not there is the last term in (2). In the case
of the wave tilting the last term in (2) becomes to be principal. On the front of the
tilted sound wave E tends to oo, and the tilting of the wave may be stopped.

Second. Fluid models with the internal energy of a very general form are used
for a description of statistical ensembles of stochastic particles. By definition a
statistical ensemble £[Sy] of stochastic particles Sy is a set of many independent
identical stochastic particles Ss;. Usually the term ”statistical ensemble” associates
with some tool for calculation of average values of physical quantities. But this tool
is effective, provided the statistical ensemble is a set of deterministic (non-stochastic)
particles. In reality the principal property of the statistical ensemble is formulated
as follows. The statistical ensemble of many stochastic (or deterministic) particles is
a deterministic dynamic system. This statement sounds rather unexpected, because
for a statistical ensebmle of deterministic systems this property looks as a trivial
one. In the statistical physics the statistical ensembles of deterministic systems are
considered mainly (the only exception statistical ensemble of Brownian particles),
and the property of the statistical ensemble of being a deterministic dynamic system
needs some explanations [1, 2].

A result of an experiment with a single stochastic particle S is irreproducible.
But distributions of results of similar experiments with many independent stochas-
tic particles are reproducible. Projecting many independent identical stochastic



particles Sy in the same space-time region, one obtains a cloud [N, Ss| of N inde-
pendent identical particles Sg; moving randomly. With the number N of particles
tending to oo, this cloud &[0, Sy may be considered as a continuous medium, or
as a fluid. This fluid is a deterministic dynamic system, because experiments with
the fluid £]oco, Sy] are reproducible. Besides any reproducible experiments with the
stochastic particle can be described in terms of the fluid £[oo, Sy] without a ref-
erence to any probabilistic construction (i.e. without a reference to the property
of the statistical ensemble of being a tool for calculation of average values). The
probabilistic constructions are effective only, if the statistical ensemble £[00, Sq] con-
sists of deterministic particles Sq whose properties can be determined independently
of €00, S8q). In the case of E[oco, Sy] these probabilistic constructions (probability
density, or probability amplitude) are needed only for interpretation of the fluid in
terms of a single stochastic particle. (See for details [3]).

For instance, let us consider a single electron Sy, flying from an electron gun,
passing through a narrow slit in a diaphragm and hitting a screen at a point z;.
Another electron Sy, prepared in the same way, hits the screen at other point
o which does not coincide with x;. In other words, an experiment with single
electron is irreproducible in general. It means that a single electron is a stochastic
particle. Let us consider a series of N (N — o0) experiments with identically
prepared independent electrons. Distribution of N impact points over the screen is
reproducible, i.e. it is approximately the same for other series of N experiments.
It means that a set E[N, Sy of N (N — o0) independent identical electrons Sy
is a deterministic dynamic system, although a single electron Sy is a stochastic
system. If €[00, Sg| can be considered as a fluid, then solving dynamic equations
for this fluid and calculating flux of the fluid £[oo, Sy] through the screen, one can
calculate the diffraction picture (distribution of the impact points over the screen).
For such a calculation one needs only characteristics of the dynamic system E[oo, Syt
(dynamic equations, expressions for the particle flux and the energy-momentum
tensor). Any quantum axiomatics and corresponding probabilistic constructions
(wave function, linear operators, commutation relations, etc.) are not needed. It
means that quantum effects can be explained and calculated as purely dynamical
effects [3].

On the other hand, quantum particles are described conventionally in terms of
wave functions. The wave function is considered as a fundamental object which
cannot be defined via other more fundamental objects. As a result, as any fun-
damental object, the wave function and its properties are defined by a system of
axioms (quantum axiomatics, or quantum principles). Some connection of the wave
function with the irrotational flow of some quantum (Madelung) fluid [4]-[10] is
known for a long time. (Connection of the wave function with the irrotational flow
was discovered comparatively recently [11]. But all the time the wave function is
considered as a fundamental object, whereas the quantum fluid is considered as a
derivative object. In this paper the fluid is considered as a fundamental object,
connected directly with the statistical description of stochastic particles, whereas
the wave function is considered as a derivative construction whose properties can be
expressed via properties of the fluid.



In general, the wave function as a property of the fluid satisfies the quantum prin-
ciples (linearity of dynamic equations, etc.) only in some special cases. For instance
in the case, when the internal energy (2) depends only on v = —h(2m)~'Vp/p
and has the form

v AY%
; £ ) Vit = J

E = E(p,Vp) = (3)

2mp
where m is the particle mass, and h is the Planck constant. To avoid misunderstand-
ings and to differ between the wave function as a fundamental object, satisfying the
quantum axiomatics, and the wave function as a property of a fluid, we shall use
two different terms "wave function” in the first case and ”1-function” in the second
one.

It is very important that the quantum phenomena are connected directly with
the fluid model, i.e. such a connection does not contain any reference to the quantum
principles. There is a hope that quantum superfluids like the liquid Helium may be
described as an ideal fluid with the internal energy depending on Vp.

In the present paper some mathematical properties of conservative dynamic sys-
tems are investigated. Such a system S is a continuous set of particles, interacting
via some self-consistent potential force field V. The dynamic system S is described
by the action of the form.

m dx . *
Aux] = [{5(55) = Vipole)dd (4)
where x = {2%(t,£)}, @ = 1,2,3 are functions of time ¢ and of particle labels

€ ={&1,£2,&}. po(&) is some non-negative weight function, and m =const is some
mass of the fluid particle. V is a self-consistent potential depending on x and
derivatives of x with respect to &. This function is supposed to have such a form
that the potential V' is a given function of variables p, Vp, and S. Here

a(£17527€3)
= EAUAT AL I 5
and S = Sp(§) is some fixed function of variables £. In this case the dynamic

system S may be considered as some ideal fluid. It will be shown that in the Euler
description, where = {t,x} are independent variables, and &, p, v =dx/dt, S are
dependent variables, the action (4) generates dynamic equations of the form

ap B
E + V(pV) =0 (6)
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where 2¥ = t is the time, x = {x', 2%, 23} is the position vector, p and v = {v!,v? v3}

are respectively the fluid mass density and the fluid velocity considered as func-
tions of x = {t,x}. P is a stress tensor, defined by (1), and E(p,Vp,S) =
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V(p,Vp,S)/m is an internal energy of an unite mass. The E depends on the den-
sity p, on the density gradient Vp, and on the entropy S per unit mass.

In the case of an usual fluid, when the V' does not depend on Vp, the stress
tensor P*? is isotropic, and the equation (7) turns to the Euler equation for the
ideal fluid

ov oF
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where p is the pressure, and £ = E(p,S) is an internal energy of an unite mass
considered as a function of p and S. Thus, if V depends only on variables p, Vp, S the
dynamic system S, described by the action (4) will be referred to as nondissipative
(ideal) fluid.

The system of hydrodynamic equations (6)—(8), as well as the system (6), (9), (8)
is a closed system of differential equations which has an unique solution inside some
space-time region €, provided dependent dynamic variables p and v = {v!,v? v3},
S are given as functions of three arguments on the space-time boundary I' of the
region Q. Nevertheless, being closed, the system (6)—(8) is incomplete, because
it describes only momentum-energetic characteristics of the fluid. The action (4)
generates additional dynamic equations

23
5 + (VvV)§ =0, (10)
known as Lin constraints [12]. These equations describe motion of fluid particles
along their trajectories.

If the equations (10) are solved and ¢ is determined as a function of (¢,x), the
finite relations

£(t,x) = &n = const

describe implicitly a fluid particle trajectory and a motion along it.

The system of eight equations (6)—(8), (10) forms a complete system of dynamic
equations describing a fluid, whereas the system of five equations (6)—(8) forms
a curtailed system of dynamic equations. The last system is closed, but to be a
complete system, it must be supplemented by the kinematic equations

dx
dt
or by the Lin constraints (10) which are equivalent to (11).
The fact that the complete system (6)—(8), (10) of dynamic equations admits a
closed subsystem (6)—(8) is connected with the invariance of the system (6) —(8),
(10) with respect to the group of relabeling transformations (relabeling group)

fa - éoz = 504(5)7 D = det H 8504/865 H?é 0, Oé,ﬁ =1,2,3 12)
=& — & =¢=E&(%) +an(é), 0&/0& > 0 (13)

where & = {&,{} are curvilinear Lagrangian coordinates in the space-time, &
{éo,é} is another system of curvilinear Lagrangian coordinates. é and ag are ar-
bitrary functions of &. 50 is arbitrary function of &;. &, is a temporal Lagrangian
coordinate, and & are spatial ones.

= v(t,x), x = x(t,§), (11)
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The relabeling group properties are used in hydrodynamics comparatively re-
cently [13, 14, 15, 16, 17, 18, 19, 20]. The action (4) is invariant with respect to
the relabeling group (12), (13), provided the weight function py(&) transforms as a
scalar density

(¢ _ 0(&1,62,&)
&) I(&,62,83)

The group of relabeling transformations appears to be a symmetry group of the
dynamic system (fluid). Any special particle labeling is unessential from physical
viewpoint. It is a reason why several equations (6) —(8) of the complete system form
a closed system describing conservation laws. This symmetry group admits also to
integrate the complete system (6) —(8), (10) in the form (see the proof below Sec.3)

po(€) = po(€) = D7'po(€), D= (14)

5(1,%) = (8 (15
plt.30) = (€)1 20 = 55 (16)
v(t,x) =7m(p,§,1,8) = Ve +g*()Véa —nVS, (17)

where Sy(€), po(€), g(§) = {g“(§)}, o = 1,2,3 are arbitrary integration functions of
argument &, and ¢, 1 are new dependent variables, satisfying dynamic equations

o 1 s O0E) , 0(oE) _
Y + (. &, 5)Ve = Sn(e, & n, S)" + 9 Da o =0 (18)
an _ OF

If five dependent variables ¢, £, 1) satisfy the system of equations (10), (18), (19), the
five dynamic variables S, p, v (15)—(17) satisfy dynamic equations (6)—(8). Indefinite
functions Sp(&), po(€), g(€) can be determined from initial and boundary conditions
in such a way that the initial and boundary conditions for variables ¢, &, n were
universal in the sense that they do not depend on the fluid flow.

The integration of the complete system (6)—(8), (10) and some corollaries of
this integration correlate with the Hamilton properties of the ideal fluid [24, 14,
27, 23, 19, 20]. It is connected with the fact that the curtailed system (6)—(8) is
not a Hamiltonian system in itself, whereas the complete system (6)—(8), (10) is a
Hamiltonian one. Constructing Hamiltonian mechanics of the ideal fluid, one uses
(implicitly or explicitly) the Lin constraints (or part of them). It is this expansion of
the curtailed system (but not Hamiltonian properties) that is important for integra-
tion and derivation of other useful results. To show this, the Hamiltonian technique
and Hamiltonian properties of the ideal fluid will not be used at all.

According to (16), (17) the physical quantities p, v are obtained as a result of
differentiation of the variables ¢, &, S, and the variables ¢, &, n can be regarded as
hydrodynamic potentials. These potentials appear in the Hamilton fluid dynamics
[23] as dependent variables. They associate with the name of Clebsch [21, 22] who
introduced these quantities for the incompressible fluid. Such quantities as g®(¢) also
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appear in the Hamilton fluid mechanics, [23] but they appear as dependent variables
(Lagrange invariants) satisfying dynamic equations of the type (10). They also are
regarded as hydrodynamic potentials. Note that in the Hamilton fluid mechanics [23]
the quantities g® are considered simply as dependent variables, but not as indefinite
functions of ¢ arising as a result of integration, although corresponding dynamic
equations for g® can be integrated easily.

Integration of the dynamic equations admits a description of any ideal fluid in
terms of hydrodynamic potentials £ = {&y,£}. The hydrodynamic potentials £ are
Lagrangian coordinates considered as functions of independent Eulerian coordinates
x = {t,x}. Spatial Lagrangian coordinates £ = {{,}, @ = 1,2, 3 label fluid particles,
whereas the temporal Lagrangian coordinate £ = y(t,x) means some generalized
time for the fluid particle placed at the space-time point z = {t, x}.

The description of any ideal fluid in terms of hydrodynamic potentials & can
transform into a description in terms of a complex n-component hydrodynamic
potential ) = {1, }, @ =1,2,...n which associates with the wave function, used in
the quantum mechanics, whereas the irreducible (minimally possible) number n,, of
the ¢-function components, associates with the spin of the flow (not of the particle).

In the presented paper it is shown that the wave function is a way of a description
of any ideal fluid. The spin is a natural property of any flow of the ideal fluid.
Appearance of these enigmatic quantities at the description of quantum particles
may be explained merely as a result of a quantum particle description in terms of
an ideal fluid (statistical ensemble). Note that the curtailed system (6)—(8) has
the same order as the integrated system (10), (18), (19), but it takes into account
neither initial conditions, nor kinematic equations (11). The fact that the ideal
fluid considered as a dynamic system admits both the curtailed system (6)—(8) and
the integrated system (10), (18), (19) is connected closely with the group of the
relabeling transformation (12).

The second section is devoted to presentation of the space-time symmetric Ja-
cobian technique which is needed for integration of hydrodynamic equations. Use
of Jacobians in hydrodynamics has had a long history, dating back to the time of
Clebsch [21, 22]. It was the use of Jacobians that allowed to introduce the Cleb-
sch potentials and integrate hydrodynamic equations. The Jacobian technique was
used in [24, 14, 25, 23, 20] and many other papers). It seems that the progress in
the integration of hydrodynamic equations is connected mainly with the developed
Jacobian technique.

Further it will be proved (Sec.3) that the complete system of hydrodynamic
equations (6)—(8), (10) can be integrated in the form (10), (15), (19) that leads to
a special form of a description in terms of hydrodynamic potentials (DTHP). In
the fourth section the initial and boundary conditions are used for determination of
function g. In the fifth section a special type of a complex hydrodynamic potentials
is considered and the fluid flows are classified on the irreducible number of the wave
function components which appears to be an invariant of the relabeling group.



II Jacobian technique

Let us consider such a space-time symmetric mathematical object as the Jacobian

8(&]751752753) _ o o 851 .
920, 21, 22, %) = det || & ], Sik = Okéi = i,k=0,1,2,3 (20)

J = s
oxk’

Here & = {&,&} = {0, &1, &2, &3} are four scalars considered as functions £ = £(z)
of ¥ = {x° x}. The functions {&y, &1, &, &3} are supposed to be independent in the
sense that J # 0. It is useful to consider the Jacobian J as 4-linear function of
variables &, = Oké;, ©,k = 0,1,2,3. Then one can introduce derivatives of J with
respect to & . The derivative 0.J/0¢; , appears as a result of a substitution of §; by
z¥ in the relation (20).

0J _ (&0, &1, ¥, &iva, . 63)

ik (2%, xt, 2%, 3) ’

i,k=0,1,2,3 (21)

For instance ,
oJ _ 0", &,62,83)
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This rule is valid for higher derivatives of J also.
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It follows from (20), (21) that
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and (23) may be written in the form
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The derivative 0.J/0¢; . is a cofactor to the element &, of the determinant (20).
Then one has the following identities

oJ oJ
= S = S e 1 2 2
5l,k afs,k 5[ J7 Sk,l afk,s 5[ J7 l> S 07 3 3 ( 6)
2
0J ) oo =0,  i=0.1.23 (27)
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Here and further a summation on two repeated indices is produced (0-3) for Latin
indices and (1-3) for the Greek ones. The identity (27) can be considered as a
corollary of the identity (25) and a symmetry of 0,0,€s with respect to permutation
of indices k, I. Convolution of (25) with 0k, or 9, vanishes also.

Relations (20) —(25) are written for four independent variables z, but they are
valid in an evident way for arbitrary number n + 1 of variables z = {2° «!,... 2"}
and £ = {&, ¢}, §={&, &, .. &t}

Application of the Jacobian J to hydrodynamics is founded on the property, that
the fluid flux

y oJ . y .
J'=mae i={i"y=A{p,pv}, i=0,1,2,3 (28)

constructed on the basis of the variables & = {1, &, &3} satisfies Lin constraints (10)
and the continuity equation

97" =0 (29)

identically for any choice of variables &, as it follows from the identity (27) for i = 0.
The continuity equation (29) is used without approximations in all hydrodynamic
models, and the change of variables {p, pv} < ¢ described by (28) is very important.

In particular, in the case of two-dimensional established flow of incompressible
fluid the variables £ reduce to one variable & = 1, known as the stream function.
In this case there are only two essential dependent variables 2° = z, 2! = y, and
the relations (28), (29) reduce to relations

. oY . oY v, N %

z = V= 7 - T30 =0 30
P J v @y p jy Uy 8x 81’ ay ( )
Defining the stream line as a line tangent to the flux j

d d

Jz Jy

one obtains that the stream function is constant along the stream line, because
according to two first equations (30), ¥ = ¢(x,y) is an integral of the equation (31).
In the general case, when the space dimensionality is n and x = {2, 2!, ... 2"},

& ={&, &} € ={&,8&, ... &}, the quantities £ = {£,}, a = 1,2,...n are constant
along the line £ tangent to the flux vector j = {j'},i=0,1,...n

da’ B
dr

L: §' (), i=0,1,...n (32)
where 7 is a parameter along the line £ which is described parametrically by the
equation x = z(7). This statement is formulated mathematically in the form

da
72181;&:
g =IO =m

o
0o,

The last equality follows from the first identity (26) taken for s =0,1=1,2,...n

aifa:(), 0421,2,...71
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Interpretation of the line (32) tangent to the flux is different for different cases.
If x = {2° 2',... 2"} contains only spatial coordinates, the line (32) is a line in the
usual space. It is regarded as a stream line, and & can be interpreted as quantities
which are constant along the stream line (i.e. as a generalized stream function).
If 20 is the time coordinate, the equation (32) describes a line in the space-time.
This line (known as a world line of a fluid particle) determines a motion of the fluid
particle. Variables £ = {&1,&,...&,} which are constant along the world line are
different, generally, for different particles. If £&,, a = 1,2, ...n are independent, they
may be used for the fluid particle labeling.

Thus, although interpretation of the relation (28) considered as a replacement of
dependent variables j by & may be different, from the mathematical viewpoint this
transformation means a replacement of the continuity equation by some equations
for the labeling (or generalized stream function) £. Difference of the interpretation
is of no importance in this context.

Note that the expressions

9 8J a<mi7£17£27£3) .

J mpO(g) a&),i mpO(g) 8(5130, :1:1, 1’2, 563)7 t R ) ( )
can be also considered as four-flux satisfying the continuity equation (29). Here m
is a constant and po(§) is an arbitrary function of £. It follows from the identity

Bt &1, 6, € 0(a',&1,6,¢
mpo(ﬁ)a((;o’xixé’;g) = ma(;ﬁ’xi’x2’53)>

&
& = /po(ﬂafé,fz&)dﬂ-
0

As an example of application of the Jacobian technique, let us show that (5)
satisfies (6) in virtue of (10). Let us multiply (10) by (5) and introduce new variables
j=pv=1{57% 7%} One obtains three equations

oJ
90,0

Considering (34) as a system of three linear equations for j*, a = 1,2, 3 and resolving
it with respect to j¢, one obtains

mpO(g) 56,0 + jafﬂ,a - Oa ﬁ - 17 27 3. (34)

0J
aé(),a ’

It is easy to verify this, substituting (35) into (34) and using (26). One obtains that
7 =153} = {p, pv} is described by the relations (33) which satisfy the continuity
equation (29) identically. Thus, (6) is satisfied by (16) in virtue of (10).

J* =mpo(§) a=1,2,3 (35)

III Variational principle

In general, equivalency of the system (10), (18), (19) and the system (6)—(8), (10)
can be verified by a direct substitution of variables p, S, v, defined by the relations
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(15)—(17), into the equations (6)—(8). Using equations (10), (18), (19), one obtains
identities after subsequent calculations. But such computations do not display a
connection between the integration and the invariance with respect to the relabeling
group (12). Besides a meaning of new variables ¢, 1 is not clear. We shall use for
our investigations a variational principle. Note that for a long time a derivation
of a variational principle for hydrodynamic equations (6)—(8) was existing as a self-
dependent problem [26], [24], [14], [12], [27], [16], [23]. Existence of this problem was
connected with a lack of understanding that the system of hydrodynamic equations
(6)—(8) is a curtailed system, and the full system of dynamic equations (6)-(8), (10)
includes equations (10) describing a motion of the fluid particles in the given velocity
field. The variational principle can generate only the complete system of dynamic
variables (but not its closed subsystem). Without understanding this one tried to
form the Lagrangian for the system (6)—(8) as a sum of some quantities taken with
Lagrange multipliers. lhs of dynamic equations (6)—(8) and some other constraints
were taken as such quantities.

Now this problem has been solved (see review by Salmon [23]) on the basis of
the Eulerian version of the variational principle for the Lagrangian description (4),
where equations (10) appear automatically and cannot be ignored. In our version
of the variational principle we follow [23] with some modifications which underline a
curtailed character of hydrodynamic equations (6)—(8), because the understanding
of the curtailed character of the system (6)—(8) removes the problem of derivation
of the variational principle for the hydrodynamic equations (6)(8).

We consider the ideal fluid as a conservative dynamic system whose dynamic
equations can be derived from the variational principle. This dynamic system is a
continuous set of many identical particles moving in some self-consistent potential
force field. The action functional has the form (4). Variation of the action with
respect to x generates six first order dynamic equations for six dependent variables
X, v = dx/dt, considered as functions of ¢ and of independent curvilinear Lagrangian
coordinates £. It is a Lagrangian representation of hydrodynamic equations.

We prefer to work with Eulerian representation, when Lagrangian coordinates
(particle labeling) & = {&, &}, € = {&1, &, &3} are considered as dependent variables,
and Eulerian coordinates z = {2°,x} = {t,x}, x = {z!, 22 23} are considered as
independent variables. Here &, is a temporal Lagrangian coordinate which evolves
along the particle trajectory in an arbitrary way. Now the &, is a fictitious variable,
but after integration of equations the &; stops to be fictitious and turns to the
variable ¢, appearing in the integrated system (10), (18), (19).

Further mainly space-time symmetric designations will be used, that simplifies
considerably all computations. In the Eulerian description the action functional (4)
is to be represented as an integral over independent variables z = {2° x} = {¢, x}.
One uses the Jacobian technique for such a transformation of the action (4),

Let us note that according to (22) the derivative dx/d¢ can be written in the

form )
dx® oJ oJ \
v = = , a=1,23.
dt 080,a <8fo,o>

Then components of the 4-flux j = {j°j} = {p, pv} can be written in the form
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(33), provided the designation (5)

- oJ B 8(250757&76)
]0 =p= mPo(f) (95070 = mpO(g)a(xO’ 33'117 x227 .1’33)

(36)

is used.

At such a form of the mass density p the four-flux j = {j°}, i = 0, 1,2, 3 satisfies
identically the continuity equation (29) which takes place in virtue of identities (26),
(27). Besides in virtue of identities (26), (27) the Lin constraints (10) are fulfilled
identically

§10i6, = 0, a=1,23. (37)

Components j° are invariant with respect to the relabeling group (12), provided the
function py(§) transforms according to (14).
One has

oJ
po(E)dtde = pol€) 5

m (dae\'_m (07 \T( 07\ _m(jn)’
2\ dt ] 2 \0&.a 80,0 C2\p)’

and the variational problem with the action functional (4) is written as a variational
problem with the action functional

dtdx = 2 dtdx
m

Agl¢] = /(g; —pE)dtdx, E= :; (38)

where p = 7% and j = {j', 52, 72} are fixed functions of £ = {&;,£} and of &, ; = 9;¢,,
a=1,2,3,i=0,1,2,3, defined by the relations (33). E is the internal energy of
the fluid which is supposed to be a fixed function of p, Vp, Sy(€)

E = E(p,Vp, So(€)), (39)

where p is defined by (36) and Sy(§) is some fixed function of ¢, describing initial
distribution of the entropy over the fluid.

The action (38) is invariant with respect to subgroup Gg, of the relabeling group
(12). The subgroup Gs, is determined in such a way that any surface Sy(§) =const
is invariant with respect to Gg,. In general, the subgroup Gg, is determined by two
arbitrary functions of .

The action (38) generates the six order system of dynamic equations, consisting
of three second order equations for three dependent variables £. Invariance of the
action (38) with respect to the subgroup Gs, admits one to integrate the system of
dynamic equations. The order of the system reduces, and two arbitrary integration
functions appear. The order of the system reduces to five (but not to four), because
the fictitious dependent variable &, stops to be fictitious as a result of the integration.

Unfortunately, the subgroup Gg, depends on the form of the function Sy(§) and
cannot be obtained in a general form. In the special case, when Sy(£) does not
depend on &, the subgroup Gg, coincides with the whole relabeling group G, and the
order of the integrated system reduces to four.
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In the general case it is convenient to introduce a new dependent variable

S = So(§).

According to (37) the variable S satisfies the dynamic equation (8)
§'0;S = 0. (40)

In virtue of designations (28) and identities (26), (27) the equations (40), (37) are
fulfilled identically. Hence, they can be added to the action functional (38) as
side constraints without a change of the variational problem. Adding (40) to the
Lagrangian of the action (38) by means of a Lagrange multiplier 7, one obtains

:2
Aglé,n, S| = /{;p — pE + 13" 0,5 }dtdx (41)

where the quantities j = {p,j} are determined by (33), and E = E(p, Vp,S). The
action (41) is invariant with respect to the relabeling group G which is determined
by three arbitrary functions of &.

To obtain the dynamic equations, it is convenient to introduce new dependent
variables j°, defined by (33). Let us introduce the new variables j' by means of
designations (33) taken with the Lagrange multipliers p;, i« = 0,1,2,3. Then the
action (41) takes the form

2

. I S oJ "
AE[p,J,f,p,n,S]—/{Zp pE — pilj mpo(ﬁ)i%ka OStdtdx  (42)

It is useful to keep in mind that four designations (33), introducing variables p,
j = pv via variables £, are equivalent to three Lin constraints (10) together with
the designation (36), as it was shown in the end of sec.2. Addition of relations (33)
to the action (41) as side constraints is equivalent to the addition of relations (10),
(36) considered as side constraints.

For obtaining dynamic equations, the variables p,j,&, p,n, S are to be varied.
Let us eliminate the variables p; from the action (42). Dynamic equations arising
as a result of a variation with respect to £, have the form

0 AR
0a

02J Opo() 0
Z+ :O7 :1,273 43
N T L T “ (43)

ﬁozp = _mak [pO (5)

where L, are linear operators acting on variables p = {p;}, i = 0,1,2,3. These
equations can be integrated in the form

pi = bg° (&) + bg® (€)0:&a, 1=0,1,2,3, (44)

where b is an arbitrary scale constant, £, is some new variable (temporal Lagrangian
coordinate), g*(£), a = 1,2,3 are arbitrary functions of the labels &, ¢°(&;) is an
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arbitrary function of &. The relations (44) satisfy equations (43) identically. Indeed,
substituting (44) into (43) and using identities (25), (26), one obtains

oJ
aga,k

—mak{p()(f)[ P - 27 "(5)”+map0(§)Jgo(§o)=0, 01,23,

0€0” 9,
(45)

Differentiating braces and using identities (27), (26), one concludes that (45) is an
identity.
Setting for simplicity

8k90 = 90<§0)ak§07 k = 07 17 27 3
one obtains
pr = bOkp + bg® (&) Okéa, k=0,1,2,3 (46)

Substituting (46) in (42), one can eliminate variables p;, i = 0,1,2,3 from the
functional (42). The term ¢*(§)0k€a0J/0&, vanishes, the term OxpdJ/0& k. gives
no contribution into dynamic equations. The action functional takes the form

)
Aglp.i.0.6n.8) = [{5 =B — ke + by (€& —ndiS}didx  (47)

where ¢g*(&) are considered as fixed functions of £ which are determined from initial
conditions. The action (47) is a functional of indefinite fixed functions g(x). Varying
the action (47) with respect to ¢, &, 1, S, j, p, one obtains dynamic equations

0p : " =0, (48)
5604 : Qaﬁjkakgﬂ = 0, o = 17 27 3’ (49)
oF
: ik . 1
051 T =g (51)
0j: v=ij/p=bVe+bg*(()Vé. — VS, (52)
2
: 3t 0(pE) , 0pE) . B
o 202 Op +0a Opa b3op — bg™(§)90€a + M0pS = 0, (53)

Here Q7 is defined by

Qo _ (89‘“(5) _94°(9)

0&p o/ 3%

Deriving relations (49), (51), the continuity equation (48) was used. It is easy to
see that (49) is equivalent to (10), provided

), a,B=1,2,3 (54)

det | Q°7 [|# 0 (55)

Then the equations (50) and (48) can be integrated in the form of (15) and
(16) respectively. Equations (51) and (52) are equivalent to (19) and (17). Finally,
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eliminating Jpé, and 0pS from (53) by means of (49) and (50), one obtains the
equation (18) and, hence, the system of dynamic equations (10), (18), (19), where
designations (15)—(17) are used.

The curtailed system (6)—(8) can be obtained from equations (48)—(53) as follows.
Equations (48), (50) coincide with (6), (8). For deriving (7) let us note that the
vorticity w = V x v and v X w are obtained from (52) in the form

1
w=VxXv= imﬁvgﬁ x V&, —Vn x VS (56)
v X w=QVE(VV)Ea + VS(VV)n — V(vV)S (57)

Let us form a difference between the time derivative of (52) and the gradient of
(53). Eliminating Q*9y€,, 005 and dyn by means of equations (49), (50), (51), one
obtains

v:  O*(pE) 0*(pE) 0*(pE) 0*(pE)
v + V? + 902 Vp+ 9903 VS + Vps Dpsdp — Vg 905
OFE P
—%VS —Q~ VS/@(VV)&O& + VT](VV)S — VS(VV)?] =0 (58)
Using (56), (57) the expression (58) reduces to
v? 1_ ,0E. 1 82(pE)]

OV +V— —vx (Vxv)+-V(p’— —G[V =0 59
v (V) + V() = 20 |9 (59)

In virtue of the identity

2

VX(VXV)EV%—(VV)V

the last equation is equivalent to (7). The form of the stress tensor (1) appears as a
result of transformations of the relation (59) to the form (7). The stress tensor (1)
is determined to within the tensor with a vanishing divergence.

Thus, differentiating equations (52), (53) and eliminating the variables ¢, £, 7,
one obtains the curtailed system (6)—(8), whereas the system (10), (18), (19) follows
from the system (48)—(53) directly (i.e. without differentiating). It means that the
system (10), (18), (19) is an integrated system, whereas the curtailed system (6)—(8)
is not, although formally they have the same order.

The action of the form (47), or close to this form was obtained by some authors
[27], [23], but the quantities g%, « = 1,2,3 are always considered as additional
dependent variables (but not as indefinite functions of £ which can be expressed via
initial conditions). The action was not considered as a functional of fixed indefinite
functions g*(§).

The variable n was introduced, for making the action invariant with respect to
the transformations of the whole relabeling group (12). To understand what the
n means from the mathematical viewpoint, let us return to the action (38), where
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the internal energy E has the form (39). Adding new variables j by means of
designations (33), one obtains instead of (42)

-2
. J : 0J
Aelp..€.0] = [{5- = pE = li* = mpo(€) ] btdx (60)
2p 9o,k
where F has the form (39).
Variation of (60) with respect to &, leads to the equation
A JE(p, S a5
Eap =) (p7 0(6)) 0 o = 1’2’3 (61)

Sy 0%’

where linear operators L, are defined by (43). Equations (61) are linear non-uniform
equations for the variables p. A solution of (61) is a sum of the general solution (46)
of the uniform equations (43) and of a particular solution the non-uniform equations
(61). This particular solution depends on the form of the function Sy and cannot
be found in a general form. Adding an extraterm —nj*9,.S with n satisfying (51) to
(41), a reduction of non-uniform equations (61) to uniform equations (43) appears
to be possible. Thus, the extravariable 7 is responsible for the particular solution of
(61).

From the viewpoint of the action (60) a dependence of the internal energy E
on the entropy means simply a dependence of E on the labels £ via a function
S(€). If such a dependence cannot be expressed through one function (for instance
E = Elp, S1(£),S2(£)]) the ideal fluid is described by two entropies S; and Sy and
by two temperatures Ty = 0E/0S;, Ty = 0E/0S;. Such a situation may appear
for a conducting fluid in a strong magnetic field, where there are two temperatures
— longitudinal and transversal.

Thus five equations (10), (18), (19) with S, p and v, defined respectively by
(15), (16) and (17), constitute the fifth order system for five dependent variables
¢ = {&,¢&}, n. Equations (6), (8), (10), (18), (19) constitute the seventh order
system for seven variables p, £, ¢, 1, S.

IV Initial and Boundary Conditions

Boundary conditions describing vessel walls can be taken into account by means of
a proper choice of the internal energy F(z,p, Vp,S) which can include the energy
of the fluid in an external potential U.

E - EO(p7 vp7 S) + U(t,X)7

where U is some given external potential. For instance, let the fluid move inside a
volume V. Then

U(x):{ 0, inside V

0o, outside V

Such a choice of the energy E provides that the fluid does not escape the volume V.
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In this section let us set for simplicity the scale constant b = 1, and consider
the case, when E does not depend on Vp, and the fluid flow is considered in the
space-time region () defined by inequalities

0: t>0, 2 >0

The region € has two boundaries: Z defined by the relations t = 0, 23 > 0, and
B defined by the relations 2 = 0, t > 0. The initial conditions for the system of
equations (6)—(8), (10) have the form

p(0,%x) = pin(x), v*(0,x) = v (%), a=1,23 (62)

S(0,x) = Sin(x), £4(0,%x) = &2 (x), a=1,2,3 (63)

at x € Z (t =0, 2 > 0). Here pin, Vin, Sin, & are given functions of argument x.
The boundary conditions on the boundary B of {2 have the form:

P(@)] g = po(ty),  S(@)]so =5t y), {t,yteB (64)
v ()] 50 = vi (t,Y), a=1,23, {t,y}eB (65)
Ca(®)| g =& y), a=123  {t,yteB (66)
where
y = {2, 2%} (67)

Here py, Sy, v, & are given functions of the argument {¢,y}.

Let us show that indefinite functions g, Sy, pp can be expressed via initial and
boundary conditions (62)—(66). The initial conditions for the system (48)—(53) have
the form

£.(0,x) = & (x), a=1,2,3 68)

(
p(0,x) = pin(x),  S5(0,x) = Sp[&in(x)], (69)
90(07 X) = SOin(X)v 77(07 X) = nin(x)> (70)

(68)-(70) take place at x € Z. The functions ¢i,(x), nin(x) as well g*(§) are to be
determined from the relations

aSO [&n (X)]

per Oabnl) =

Oatpin(X) + gﬁ [gin<x)}aafi€1(x) — Nhn(X)

= v (x), a=1,2,3; xecl. (71)

in
It is clear that five functions g, i, Min cannot be determined unambiguously from

three relations (71).
There are at least two different approaches to determination of functions &;,(x)

and g(&).
(1) One fixes the functions &2 (x) in some conventional way, sets

Yin(x) =0, Nin(x) = 0, xel (72)
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and determines functions g from three relations (71).

(2) Functions g are fixed in some conventional way, and remaining functions are
determined from relations (71)

The first way. Let the condition (68) be given in the form

£a(0,x) = & (x) = 2%, a=1,23, xeT. (73)

In other words, at t = 0 the labels ¢ coincide with the Eulerian coordinates. The
relations (71) take the form

Plenx)] =vi(x), a=123  x€TI, (74)
which are resolved in the form
g (&) = v (8), a=1,23, &3>0, (75)

Thus, the functions g are expressed through initial conditions (62).
The boundary conditions for the system of equations (48)-(53) have the form

Cal@) oo =& ty), a=1,23 {ty}eB (76)
S(@)]520 = Solép(t,¥)] = Su(ty),  {t,y} €B, (77)
P(@)]sg = po(0)]ag,  V(@)g=wulty), {tyleB, (78
(@)|a0 = n(2)]ag =0,  {ty} €B, (79)

Let us set
Gty)=2% a=12  &ty)=—c, (ty)€EB, (80)

where c is a constant.
Writing relations (10) and (53) for {3 < 0 on the boundary B and using (79),
(80), one obtains constraints for the functions g(&)

It y))0& (ty) = vi(t,y), a=12 {t,y}eB (81)
gﬁ[gb(ta Y>]80§€<t7 Y> - _Kb(t7 Y)7 {tv y} S B? (82)

where
Kb(t7 y) = V%(t> y) + a{pb(t> y)E[pb(tﬂ y)? Sb(ta Y>]} {t, y} e B, (83)

2 8pb(t7 Y) 7

Substituting relations (80) into (81), (82), one obtains three equations for deter-
mination of functions g(&). Resolving this system of equations with respect to g,
one obtains

ga(é) :Ul?(_£3/c7€17€2)7 @ = 1727 53 <0
g°(€) = ¢ Ky(=&/c.&1,&), & <0 (84)
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Thus, g(&) is determined by (75) for £3 > 0 and by (84) for {3 < 0. In other words,
the boundary conditions and the initial conditions determine the vector field g(§)
in different regions of the argument £. The field g(£) can describe both initial and
boundary conditions. For any fluid flow the system (10), (18), (19) of dynamic
equations for variables ¢, 7, £ is to be solved under universal initial conditions (72),
(73) and under universal boundary conditions (79), (80). All essential information
on the fluid flow is found in the dynamic equations (10), (18), (19), where the
quantities S, p, v are determined by (15)-(17).

The second way. Let us choose the functions g in a simple form. Let for instance,

9 =& g©=0 g=0
Let us set
X =@ A =&, p==E&
Then the expression (17) takes the form

u(x, A 1,1, 8) = VX + AV —nVS =v (85)

where x, A, 1, are Clebsch potentials [21, 22]. Now six equations (6), (8), (49)-(53),
(55) [(49) for o = 3 is of no importance] for six dependent variables p, x, A, 1,1, S
do not contain indefinite functions and have an unambiguous form.

Oop + V(pu) =0, oA+ (uV)A =0

dop + (V) =0, 0oS + (uV)S =0 (86)
oFE I(pE)
EEk p
where u is defined by (85).

The initial conditions for variables p, x, A, i, n, S are determined by relations

don + (uV)n = — =0

1
80)( + )x@ou — 7’](905 + 5112 +

p(0,%) = pin(0, %), S(0,x) = Sin(0,x), (87)
VXin + AinVitin — 7inVSin = Vin (88)
Three equations (87), (88) do not determine the initial conditions
x(0,x) = xin(x), A0, %) = Ain(x), (89)
1(0,x) = pin(x),  1(0,x) = 7in(x), (90)

unambiguously.

If the fluid is described in terms of Clebsch potentials, the dynamic equations
contain neither arbitrary functions, nor information about the initial conditions. It
should be interpreted in the sense that the description (85)-(86) in terms of the
Clebsch potentials is a result of a change of variables in dynamic equations (6)-(8),
whereas the description (48)-(53) is a result of integration of the dynamic equations
(6)-(8). (10). In other words, the description (85)-(86) in terms of Clebsch potentials
relates to the description (48)-(53) in the same way, as a particular solution of a
system of differential equations relates to a general solution of the same system. Let
us note that there are many other ways for determination of indefinite functions

g(&).
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V  Wave Function and Spin

The equations (6), (8), (10), (18), (19) can be derived from the action functional

1
-’4[0790,&7775] = /p[_’/TO(Savfﬂ% S) - §7r2(90a§77775) - E(ﬂ?,p, Vp, S)]d4$ (91)

where m = {m,m, 3}, and m, = pr — NS, k = 0,1,2,3 are determined by
relations (46)

Wk(('p: 55 m, S) = b[@kgo + ga(g)akga] - 7781657 k= 07 17 27 3. (92)

The action (91) results from the action (47) after elimination of the variable j from
the relations (47), (52). The functions g = {¢°(€)}, B = 1,2,3 are considered
as fixed functions of their arguments. Equations (6), (8), (10), (18), (19) can be
obtained as a result of variation with respect to ¢, n, £, S, p respectively. Equation
(10) is obtained, provided the field g is non-potential. If the field g is potential
g* (&) = 0P /0E,, it can be included in the variable ¢ by mean of the substitution

o+®— o,

In this case the action (91) does not depend on &, and (10) may be omitted.
Let us introduce n-component complex function ¢ = {1, },a = 1,2,...n, defin-
ing it by the relations

Yo = VP UL(E),  Un=peTFu(€), a=12,...n
Y=Y i
a=1

where (*) means the complex conjugate, u,(£), « = 1,2,...n are functions of only
variables &, and satisfy the relations

uo) = g2(€),  p=1,2,3, znj U, = 1 (93)
a=1

n is such a natural number that equations (93) admit a solution. In general n may
depend on the form of the arbitrary integration functions g = {¢”(¢)}, 8 =1,2,3.
It is easy to verify that

o, 6.8) = SO — O 0) ~mBSEY, k=0,123 (94
b
p=U  j= =WV — VU y) — VS (95)

The variational problem with the action (91) appears to be equivalent to the varia-
tional problem with the action functional

b
A, 0, 8] = [0 00 = Bou” - ) + oSy
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el g7V = V) £ Uy o] = Blo. . V(5 o), Sl vld's - (99

Note that the function ¢ considered as a function of independent variables {¢,x}
is very indefinite in the sense that the same fluid flow may be described by different
1-functions. There are two reasons for such an indefiniteness. First, the functions
uq(§) are not determined uniquely by differential equations (93). Second, their
arguments & as functions of x are determined only to within the transformation
(12). Description of a fluid in terms of the function v is more indefinite, than the
description in terms of the hydrodynamic potentials £. Information about initial and
boundary conditions containing in the functions g(¢) is lost at the description in
terms of the -function. The ¢-function can be obtained from the Clebsch variables
by means of a proper change of variables [11].

Let the function 1 have n components. Regrouping components of the function
¥ in the action (96), one obtains the action in the form

Al *,m, 5] = [ {510 (D0 + Aoy + (~ib” + Aoty )]~

—l(ibw* — AU~V — A)+

“ b?
+f > QipQasap+ o 5 (Vp)* = pEYd'e,  p=4 (97)
ozﬁ 1
where
A= {Ay, A}, Ay = 10,5, A =nVS,
1 Qpa ¢ﬂ
By = —— B=1,2,... =1,2,3 98
Q By ¢*¢ a’ywa a’yw,@ « ﬁ n Y ( )
Corresponding dynamic equations have the form
0A b
(5'¢ (Zba() -+ Ao)w — *(’lbv + A) - — Zl Qul/'y@#l”ﬂpa
TR
bQ n b2 n o b2
+ ZQOWW O, + — Za (Qavnty,) + ,0[ (VP) — pEq
0 b
a{a [ (Vp) _PE]}waZO, @:1,2,...77, (99)
Py 8
6-’4 _ A I(pE) _
0A :
= —9:(7'S) = 101
= —0'S) =0, (101)

where j = {p,j} = {j*}, k =0,1,2,3 is defined by (95).

In the case of the irrotational flow, when ¢®(§) = 0®(§)/0¢, equations (93)
have a solution for n = 1, and the function ¢ may have one component. Then all
Qap~ = 0, as it follows from Eq.(98).
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Let us consider an irrotational flow of a fluid with the internal energy per unit
mass defined by the relation (3), where m is the mass of a stochastic particle as-
sociated with the fluid. The internal energy does not depend on the entropy, and
according to (3), and (100) the variable 5 is a function of only labels €. Then the
expression n0xS has the form f*(£)0ké,. It may be included in the term ¢*(&)&a-
It means that without a loss of generality one may set n =0, S = 0. Then for an
irrotational flow, when -function is one-component, Eq.(99) takes the form

5A
Sy

Choosing arbitrary constant b in the form b = —h/m, one obtains instead of Eq.(102)
the well known Schrodinger equation

h2

m2

2 (Vp)* [ d (Vp)?
dp 8p Top, 8p

2
= i~ VR (P~ ) Bo=0 (102

h2
ihoy) + —V2h =0
2m

where the complex variable ¢ is known as the wave function. The Schrodinger
equation describes an irrotational flow of the Madelung fluid [4].

On this basis it is possible in general to identify the function ¢ with the wave
function and consider the wave function as a way of description of any ideal fluid.
If the fluid flow is rotational, the dynamic equation in terms of the t-function is
nonlinear, even in the case (3) and at b = —h/m. In this case the ¢-function is not
one-component, and the quantities o3, do not vanish generally.

In general, the dynamic equation (97) for the ¢-function is nonlinear and rather
complicated. But for special form (3) of the internal energy and for a special form
of the arbitrary phase constant b the dynamic equation in terms of the i-function
becomes linear and simple.

It is worth to note that the internal energy per unit mass (3) associates with
the mean diffusion velocity vqir = —DVp/p describing the mean motion of random
wandering of stochastic particles (D is the diffusion coefficient). The diffusion ve-
locity is characteristic for any stochastic particles (both Brownian and quantum).
The Brownian fluid is dissipative, and the evolution of the fluid state p is described
directly by vgir by means of the continuity equation

80p + V(,OVdif) =0

For the ideal Madelung fluid the diffusion velocity influences on the fluid flow via the
internal fluid energy per unit mass determined by means of the relation (3). Besides
the diffusion coefficients D are different for Brownian particles and for quantum
ones, because the origin of the stochasticity is different in the two cases.

The number n of the ¢-function components in the actions (96) and (97) is ar-
bitrary. A formal variation of the action with respect to ¢, and %, a=1,2,...n
leads to 2n real dynamic equations, but not all of them are independent. There
are such combinations of variations v, 0¥, a = 1,2,...n which do not change
expressions (94), (95). Such combinations of variations 01, 0v%, a = 1,2,...n do
not change the action (96), and corresponding combinations of dynamic equations
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dA/0, = 0, 6.A/5F = 0 are identities that associates with a correlation between
dynamic equations. Thus, increasing the number n, one increases the number of
dynamic equations, but the number of independent dynamic equations remains the
same.

In such a situation it is important to determine the minimal number n,, of the
-function components, sufficient for a description of the given vector field g°(¢) in
the space V¢ of the labels §.

Note that under the relabeling transformations (12) the quantity g(&) transforms
as a vector

0y

p — P =1,2,3
7’(©) — 3% = 8559 &, B

It is necessary for the quantities (94), (95) and the action (91) to be invariant with
respect to the transformation (12)

Let G be a set of all vector fields ¢°(€) in V, and G, be a set of such vector fields
g°(€) in Vg which can be presented in the form

n

9°(€) = D_m(©)ak(€) /085,  F=1,23, m=1 (103)

k=1
where n is a fixed natural number and the functions n, (i, k = 1,2,...n are scalars
in Ve. Under the relabeling transformation (12) the functions (103) transform as
follows

(&) = k() = (), Ge(€) — G(&) = G(9), k=1,2,...n

gﬁ<€) N f]ﬁ(f) 85@4 a afa Z aCk Z agk(g)
0gs" VT 06 i 3§a = aga
In other words, a vector field g°(¢) of the form (103) transforms into the vector field
3°(€) of the same form (103), and the set G, is invariant with respect to the group
(12) of the relabeling transformations.
It is easy to see that

gn—lggny g(]:@, n:1,27...

because the nth term of the sum (103) can be combined with the first one, if ¢, is
a function of n,. Let

S = G,\Gn-1, n=12,...
Then .

USS, S =0, l=n,+1,n,+2,...

where n,, is the number of non-empty invariant subsets of the set G. Each subset
S) contains only such vector fields ¢°(¢) which associate with the k-component
-function ¥ = {¥,}, «a=1,2,...k, having the components

1/2

o={a- Z o) et + Gl
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Yo = Nar/pexpli(e + Cu + C1)], a=2.3,...k

In particular, the set &7 associates with a irrotational flow, described by a one-
component -function determined by one scalar (;; and the set Sy associates with
a rotational flow described by a two-component -function, determined by three
scalar functions (1,79, (> (Clebsch variables).

In the conventional quantum mechanics the number n of the -function com-
ponents is connected with the spin s of the particle, described by the v, by means
of the relation s = (n — 1)/2. The spin is considered as an internal property of a
quantum particle. Particles with different spins are considered as different physical
objects, described by different dynamic equations.

In a like manner the irrotational flow, when ¢°(¢) is described by one function (i,
associates with the kinematic spin (k-spin) s = 0, whereas the rotational flow, when
g% (€) is described by three scalar functions (i, 7y, (2, associates with the kinematic
spin s = 1/2. The term ”kinematic spin” (instead of ”spin” simply) is used now for
the following reasons.

First, the kinematic spin (k-spin) is determined by the form of the vector field
g°(€), which arises essentially as a result of an integration of the equations (43). The
vector field ¢”(€) is a kinematic structure, because it does not depend on the form
of the internal energy. At the same time the k-spin is not an internal property of
a particle in itself, because the action (96) describes, at least, two different k-spins
(s = 0 and s = 1/2) simultaneously, and the k-spin looks rather as an integration
constant, than a property of single fluid particles.

Second, there is a distinction between the transformation properties of the spin
and those of the k-spin under the space rotation group. Components of the n-
component -function are scalars under the space rotation group for any value of
n (and for any value of the k-spin s). In the conventional quantum mechanics
the wave function transforms according to a representation of the rotation group.
In particular, a one-component wave function ¥ (s = 0) is a scalar, whereas the
two-component ¢-function ¢ (s = 1/2) transforms as a spinor under the rotation
group.

Taking into account the indefiniteness of the -function, it is possible to change
transformation properties of the -function, accompanying any spatial rotation by
a proper transformation of the group (12). The additional transformations (12) can
be chosen in such a way, that the two-component y-function becomes a spinor under
spatial rotations. Then the formal distinction between the "k-spin” and the ”spin”
vanishes, and one can identify them.

For instance, let the two-component 1-function is written in the form

Y = /pexpli(e + o&)]x,

where p, ¢, & are scalar functions of x, 0 = {0,}, a = 1,2, 3 are the Pauli matrices

(01 (0 —i (1 0
01 = 1 0 ) 09 = i 0 ) 03 = 0 —1 )
and x is a two-component constant column (x*y = 1).
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Let any infinitesimal spatial rotation

2 — 7% = 2", X —X=xX+wXxx+ O0w?), |w |1 (104)

be accompanied by an infinitesimal transformation
E—E=¢—w/2 (105)

Then the -function transforms as a spinor with respect to the combined transfor-
mation (104), (105)

Y(x) = $(F) = /p(&) expli(2(F) + 0€())]x = exp(—iwo/2)¢(z) + O(W?)

and as a scalar with respect to the space rotation (104) alone.

If the dynamic system is described in terms of a two-component -function, the
labels £ are not mentioned at all, and the t-function can be considered equally
readily as a scalar and as a spinor.

For the two-component -function the following identity takes place

(Vp)? — (V" Vi — Vi )? = 4pV Vi — p?s? (106)
p = V¥, s =y o /(2p), o={0,} a=1,2,3 (107)

where o, are Pauli matrices. In virtue of the identity (106) the action (96) reduces
to the form

Al 01, ) = [ (G103 + Ao} + (~ibd + Ao)yv)]-

2 2

BV — AG[ibV — AY] + ©(Va)(Vsalp+ o (Vp)? — pE}d's, (108

pE¢*¢7 AkET]ak‘S7 k:07172a3

where s, are defined by Eq.(107). The quantity s = {s,}, «a = 1,2,3 associates
with the mean spin (especially, if b = —h/m), because it is constructed on the base
of the Pauli matrices. As one can see, in Eq.(108) s, convolutes only with s,, but
not with V,. As a result the action (108) is invariant with respect to space-time
rotations and relabeling transformations (12) separately.

It is interesting to note in this connection that the action Ap|t,1*] for the
dynamical system Sp[)], described by the Pauli equation, implies the convolution
between s and V. The action Ap[i),¥*] is invariant only with respect to the com-
bined transformation (104), (105), i.e. if the ¢ is considered as a spinor, but it is
not invariant with respect to the transformation (104), when v is considered as a
scalar. In other words, the action Ap[t¢),1*] is not invariant with respect to the
rotation group (104), if Sp[t)] is considered as a fluidlike dynamic system. The same
action Ap[i,1*] can be made invariant with respect to the rotation group (104)
alone, provided v is considered as a fundamental object (not as an attribute of a
dynamic system). In the last case the v is declared as a spinor, but the mathemati-
cal object, described by the action Ap[i), 1*], stops to be a dynamic system. It may
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be regarded, for instance, as a ” dynamic system restricted by quantum azxiomatics’,
but it is not a dynamic system in the conventional sense of this term, because a
possibility of change of dynamic variables is restricted [any rotation (104) is accom-
panied by a proper relabeling (105)]. Of course, one may insist on the fundamental
character of ¢ and state that v is a spinor, but then Sp[¢] stops to be a dynamic
system, and this fact may have far-reaching consequences (see details in ref. [28]).
There is a similar problem with the relativistic invariance of the dynamic system
Sp(¢] described by the Dirac equation [29].

Thus, the k-spin is an integral property of a fluid flow, connected with kinematic
properties of a dynamic system. Locally any vector field g(§) in the 3-dimensional
Ve can be written in the form

g(€) = VG + V(G (109)

(expressed via Clebsch potentials), and one should expect that s = 1/2 is a maximal
k-spin of any flow in the 3-dimensional space. But possible singular points of the
representation (109) may lead to the circumstance that the spin of the total flow
appears to be higher, than s = 1/2. It is connected with so called helicity of a vector
field. Examples and discussion of such a velocity field can be found in ref. [30, 16]

V1 Concluding remarks

Taking into account dynamic equations for labels ¢ (Lagrangian coordinates consid-
ered as dynamic variables), one succeeds to integrate the system of hydrodynamic
equations for a ideal fluid. This integration leads to appearance of three arbitrary
functions g%, a = 1,2, 3 of labels £&. The functions g* form a vector g in the space
Ve of labels £. The vector g can be expressed via initial and boundary values of the
fluid velocity. Dynamic equations appear to carry all essential information about the
fluid motion. This form of the fluid description may appear to be important in such
problems, where character of the fluid motion depends essentially on the character
of initial and boundary conditions, and one needs to investigate dynamic equations
together with boundary and initial conditions. For instance, such a necessity arises
at investigation of phenomena connected with a transition to irregular motion of a
fluid (turbulence).

Appearance of the field g activates the relabeling group. Invariant subsets of
this group can be used for a classification of the fluid flows. The field g admits
to introduce such concepts as i-function and k-spin which are new for the fluid
dynamics. In some special cases these new constructive concepts can be identified
with the wave function and the spin. Concepts of the wave function and of the spin
are fundamental concepts in the sense that they cannot be defined via other more
fundamental concepts. In the quantum mechanics the concepts of the wave function
and of the spin are defined by their properties, i.e. by a system of axioms (quantum
axiomatics).

On one hand there are derivative constructions of ¢-function and k-spin, con-
nected with stochastic electron via the construction of the statistical ensemble (ideal
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fluid). On the other hand, there are fundamental concepts of wave function and spin,
connected with the stochastic electron via system of axioms (quantum axiomatics).
Sometimes the y-function coincides with the wave function, but not always. Then
such a question arises. Which of the two conception is valid? -function, or wave
function?

A like problem arose in the theory of thermal phenomena. On one hand there
was an axiomatic thermodynamics with its fundamental concepts of thermodynamic
potentials. On the other hand there was the statistical physics, where the thermo-
dynamic potentials were constructive quantities derived from the conception of the
heat as a chaotic motion of molecules. Then the constructive theory (statistical
physics) appeared to be more successful, than the axiomatic one (thermodynamics).
Now the question is yet open, although there is a series of arguments in favour of
the constructive approach which seems to be more reasonable and less enigmatic.

The considered general approach to the fluid dynamics is interesting from the
point of view that sometimes it permits to use advantages of the quantum technique
in the dynamics of usual fluids, as well as the general technique of the fluid dynamics
in application to quantum mechanics.
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